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Analysis of the Sea Urchin TEF-I Transcription Enhancer Factor Gene 
BenJamin H . Mok. Leonard D. Bot arad, an d Eric H. Davidson 

The TEF-1 gene encodes an enhancer factor that up-regulates the expression of the Cyma gene. The Cyma gene is 
crucial to the development of cytoskeletal actin in the aboral ectoderm of the purple sea urchin (Strongylocentrotus 
purpuratu.s) embryo. To examine the biochemical and developmental properties of the TEF-1 gene, its genomic 
structure and coding sequence were analyzed. 7'h hour and 20 hour arrayed eDNA libraries were screened and 
several TEF-1 eDNA clones were isolated. Analysis of these eDNA samples showed that they are of only partial 
length based on comparisons with homologous genes found in other organisms. To isolate a full length eDNA, two 
approaches were implemented : (1) Polymerase Chain Reaction (PCR) using degenerate oligonucleotides based 
on the 5' sequences of related species' TEF-1 genes. (2) A modified TEF-1 directed eDNA synthesis method to 
synthesize the 5' coding region of the TEF-1 eDNA. For the purpose of delineating the TEF-1 gen e structure, a 
genomic arrayed library was screened with several eDNA probes derived from coding regions of the TEF-1 gene. 
This procedure produced several 50 kilobase-pair potential fosmid clones for rme structure mapping. We are now 
capable of ascertaining the accurate p osition of the TEA domain, the 5' position of the promoter, exon/ intron 
density and location, and the start of transcription. 

Introduction 

The sea urchin TEF-1 gene is part of a class of transcription factors that contain the TEA domain, 
a DNA-binding motif. TEA domain proteins are remarkable in sharing this conserved DNA binding 
domain and are also transcription factors that regulate developmental functions in an assortment of 
animal and plant phyla (Biirglin, 1991). Apart from the sea urchin TEF-1 gene, TEA domain genes 
consist of the following: ABAA of Aspergillus nidulans, a developmental pathway gene required for the 
differentiation of asexual spores (Mirabito et al., 1989, Aramayo et al., 1993); scalloped, which regulates 
lineage progression in Drosophila sensory neural development (Campbell et al., 1992); and yeast TEC1, 
which is involved in transcriptional activation of the transposon Ty 1 (Laloux et al., 1990) , among 
various others. 

In mammals, the TEF-1 transcription factor assists in the activation of tissue specific genes at 
pivotal stages during development; moreover, it may be one of the most important enhancer activation 
proteins expressed during mammalian development. The analysis of protein binding sites indicates that 
the TEF-1 binds to the same DNA fragment consent sequence (5'-AAGTATGC-3'). Previous experi­
ments of sequence comparisons indicate that the original SpTEF-1 clone encodes only 90% of the TEF-1 
protein with 50% of the TEA domain (Xiao et al., 1991). 

One objective of this investigation was to isolate the entire TEF-1 gene and the TEA domain 
coding region from the eDNA through screening arrayed eDNA libraries. This objective was also 
approached through TEF-1 directed eDNA synthesis. A second, but equally important, objective was to 
obtain a fine structure map of the entire TEF-1 gene through screening a genomic arrayed library and 
digesting various positive clones for the purposes of delineating the gene structure. We will then be 
able to ascertain the location of restricting sites, and thus provide the information necessary for future 
researchers in this field to study the organization and regulation of the entire TEF-1 gene. By screening 
the eDNA and genomic libraries, the abundance of the TEF-1 gene in the sea urchin embryo will also 
be determined. Through obtaining the genomic DNA, all promoter and regulatory elements will be 

present to give us definitive properties of the gene. 

Materials and Methods 

Animals. Embryos of the purple sea urchin, Strongylocentrotus purpuratus, were obtained from 
members of the Davidson group at the KerckhoffMarine Laboratories and used to prepare the items in 
the following. Gallus gallus Jq-RTEF-1A DNA was provided by C. Ordahl, (University of Califomia, San 
Francisco, School of Medicine). 

An-ayed eDNA Library Screening. An arrayed 7lh hour eDNA library and an arrayed 20 hour eDNA 
library, each containing 38,000 individual eDNA clones, were screened with eDNA probes approxi­
mately 100-600 bp in length derived from partial sequences of the TEF-1 gene obtained from]. Xian, a 
member of the Davidson group at Cal tech. The time specifications of the libraries show the estimated 
age of the partially developed animal. The screening was performed following a protocol obtained 
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through personal communication with H. Lerach, a member of the Davidson group at Cal tech. 

PCR. The procedure to performing the polymerase chain reaction was modeled after 
Kirchhamer et al., 1996. 

TEF-1 Directed eDNA Synthesis. The directed synthesis of TEF-1 cDNAs was performed using the 
Superscript II eDNA library kit of Gibco/ BRL with the important modification of using a 30 base 
oligonucleotide sequence specific to the TEF-1 gene instead of their oligo-dT primer. This primer 
contained a unique restriction site, which allowed for the directed cloning of all eDNA products. In our 
original eDNA screens of arrayed libraries we found TEF-1 cDNAs at a ratio of 1:10,000 and by this 
method we found them at a frequency of 1:100. The six longest clones were then sequenced using an 
ABI Prism kit and an ABI 373A automated sequencer as described by the manufacturers. All cloning, 
restriction analysis, and colony hybridization were carried out essentially as described by Maniatis et al. 
1989. 

Arrayed Genomic Library Screening. An arrayed fosmid genomic library from the sea urchin was 
constructed in the pSPORT 1 fosmid vector (Stratagene). The library was screened with probes ap­
proximately 100-600 bp in length derived from the previously isolated partial TEF-1 eDNA strand, 
provided by J. Xian. Also used was a 600 bp probe derived from the XJ-RTEF-1A eDNA from the Gallus 
gallus, which was provided by C. Ordahl. The positive clones were rescreened twice and purified fosmid 
DNA was prepared by a modified standard lysis protocol for PAC clones. 

DNA Sequence Analysis. Clones obtained from the TEF-1 directed eDNA synthesis approach were 
sequenced by the transposon method (Strathmann et al. 1991), the Exolll/ Sl kit from Pharmacia, 
and/ or using an ABI 373A machine and the manufacturer's recommended protocol, and compiled 

using ffil software. Multiple sequence alignments were performed using the Clustal V program. 

ReauH:a 

Results from screening the arrayed eDNA libraria. By screening arrayed eDNA libraries, several 
distinct TEF-1 sequences of partial length were obtained. These samples were cloned in the pSPORT 1 
fosmid vector (by Stratagene) , within DH-lOb cells (a strain of E. coli.) . By hybridization and digestion, 
we d etermined the prevalence of the TEF-1 eDNA to be 8 positive clones in approximately 80,000 
clones total, the entire population of clones screened, which amounts to a ratio of 1:10,000 or 0.01 % 
prevalence. In a eDNA arrayed library, the scarcity of a gene is described as a common transcript with a 
1% prevalence, normal with a 0.1% prevalence, and a rare transcript as a 0.01% prevalence. Analysis of 
these clones led us to conclude that we had acquired no coding regions outside of the 5' end of the 
TEF-1 gene that was previously obtained. Thus, we turned to the directed eDNA synthesis approach to 
produce sublibraries using specific TEF-1 oligonucleotides as primers. 

Results from the TEF-1 directed eDNA synthesis. A total of eleven sublibraries in the form of bacteria 
colony lift filters were assembled, each with a positive TEF-1 clone to negative TEF-1 clone ratio of 
approximately 1:100. A total of 40 positive clones were extracted, transformed, amplified, purified, and 
digested with Pst I and Stu I restriction endonucleases to provide us with information as to the reliabil­
ity of the synthesized clone's identity and preliminary information as to the amount of novel nucle­
otides synthesized. These positive clones were then subjected to sequencing. The informative sequence 
generated by our protocol is 1113 bp in length and encompasses 371 amino acids. The sequencing 
analysis also provided us with data pertaining to the certification that the clones were in fact TEF-1, that 
an extension in sequence with respect to previous experiments was generated, and that all clones did in 
fact extend past previously obtained clones. Each of these new clones terminated very near one an­
other, suggesting a secondary structure such as a "hairpin," which caused premature termination of the 
reverse transcriptase. 

Results from screening the arrayed genomic libraries. To obtain the complete genomic region of the 
TEF-1 gene, an arrayed sea urchin genomic library was screened using isolated TEF-1 probes. Several 
TEF-1 fragments of approximately 50 kb in length were sequentially isolated. These clones were sub­
jected to extensive restriction endonuclease digestion. The digestion gels were subjected to Southern 
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blot transfer following Maniatis et aL 1989, and the transferred fllters were screened with probes 
approximately 100-600 bp in length derived from the previously isolated partial TEF-1 eDNA strand, 
provided by J. Xian. This experiment confirmed that the TEA domain was located in each of the 
fosmids. 

Canchulan• 

Analysis of clones acquired from screening the arrayed eDNA libraries. We determined that the TEF-1 
gene is very rare, due to the fact that by screening a total of three eDNA libraries, we had only obtained 
partial length sequences in a scarcity of a 1:10,000 ratio of positive clones to negative clones. This 
makes TEF-1 a very rare transcript, which is not necessarily unusual for a transcription regulator. 

Analysis of clones acquired from the TEF-1 directed eDNA synthesis. Applying a directed eDNA synthe­
sis protocol, we determined that the TEF-1 population was markedly enriched, i.e ., the ratio of positive 
clones versus negative clones was enriched 100 fold, from 1:10,000 to 1:100. In addition, we were able 
to obtain notably extended sequences as compared to previous experiments in attempting to sequence 
the entire TEF-1 eDNA, although the sequencing analysis determined that the clones obtained were still 
of partial length. 

It is possible that the isolation of complete TEF-1 cDNAs was unattainable because they were 
subjected to termination during one of the various synthesis steps. cDNAs are known to terminate 
under various conditions. These abrupt terminations are commonly caused by "hairpins" where the 
RNA folds onto itself. It is highly probable that the polymerase stopped at a "hairpin." Consequently, we 
were only able to obtain incomplete, partially synthesized eDNA sequences. 

Furthermore, the Mulone reverse transcriptase was used in this experiment. This reverse tran­
scriptase has the characteristic optimal temperature during synthesis of 37° C. We now propose to use 
the AMV reverse transcriptase in future experiments of the TEF-1 directed eDNA synthesis. The 
advantage of using the latter reverse transcriptase is that it functions sufficiently at a higher tempera­
ture: soo C as opposed to 37° C. This higher reaction temperature will aid in destabilizing the hairpin 
formed by the RNA during the synthesis of the eDNA by the reverse transcriptase. This, along with 
other modifications should allow the isolation of the full sequence of the TEF-1 eDNA. 

Analysis of clones acquired from screening the arrayed genomic libraries. Several full-length TEF-1 
fragments of approximately 50 kb in length were isolated for fine structure mapping of the gene 
structure. Important information has been generated that will allow future investigators of the develop­
ment of the sea urchin to study the organization and regulation of the entire TEF-1 gene. Specifically, 
we are now capable of ascertaining the accurate position of the TEA domain, the 5' position of the 
promoter, exon/ intron density and location, and the start of transcription, etc. 

DIICUIIIDn 

This investigation resulted in the isolate sea urchin TEF-1 cDNAs via two separate techniques: 
one through screening several arrayed eDNA libraries and another through synthesizing TEF-1 using a 
directed eDNA synthesis protocol. Our research provided a large genomic clone that contains the TEF-
1 gene which in itself is crucial not only during sea urchin development but is part of a family of genes 
that are important to the development of all multi-cellular organisms. Current prospects are to con­
tinue this investigation of the full-length TEF-1 eDNA coding region. The TEF-1 gene's functional 
properties in regulating developmentally expressed genes will be identified and explored. Homology in 
the gene (especially in the TEA domain) with respect to functionally similar genes found in various 
organisms such as the chicken (Gallus gaUus), mouse (Mus musculus), and fruit fly (Drosaphila 

melanogaster), will be examined. 
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Figure 1. An x-ray film of an arrayed genomic library screened with a TEF-1 probe derived from the sequenced 3' end of 
the gene. In this example five positive clones (0:12:12, A:2:2, H:9:36, G:11:33, H:13:25} were selected for the purpose of 
delineating the TEF-1 gene structure and two negative clones (0:9:33,]:16:3) were selected as controls. 

Figure 2. An electrophoresis gel showing a restriction endonuclease analysis of a positive clone selected from screening an 
arrayed genomic library. The top row shows 17 samples digested with various restriction endonucleases ranging from Ace I to 
Hind ill to Xho I. The bottom row sho\\'"S 16 samples double-digested with the same previously mentioned enzymes plus Hind 
ill. Mter screening the Southern blot filters transferred from gels such as these, the bands that include the TEA domain were 
singled out and subjected to fine structure mapping. 
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Optimization of a Technique for Visualizing an Activated Protein Kinase in 
Neural Tissue 
Ka1:hryn A. Stofer and Mary B. Kennedy 

Calcium/ Calmodulin-dependent protein kinase ll (CaMKII) has been identified as an important molecule in 
hippocampal long-term potentiation (LTP), a form of synaptic modification thought to be an essential part of the 
mechanism of encoding memories. Studying the relative amounts and distribution of active, autophosphorylated 
CaMKII in the hippocampus during LTP gives insight into the molecule's function and the process of LTP. The 
Kennedy lab has developed a technique of fluorescence immunochemicallabeling with fluorescent antibodies 
specific for either active CaMKII of inactive CaMKII utilizing a laser-scanning confocal microscope (LCSM) to 
visualize their distribution. The purpose of this research has been to perfect this new technique by elucidating the 
relationship between antibody concentration and brightness values obtained with the LCSM. We have determined 
an optimum concentration for the antibodies against both active and inactive CaMKII. 

Introduction 

A major focus of neurobiological research in recent years has be..en understanding the mechanism 
of memory formation and storage. Little is known of an overall picture of how the brain translates 
images and sounds into memories, much less of the physical and chemical changes in the tissue that 
underlie the process. One of the most significant discoveries in this field has been long-term potentia­
tion (LTP) in the hippocampus, a form of synaptic modification that may underlie the early encoding 
of memories. This phenomenon involves an increase in the strength of synaptic transmission produced 
by a high-frequency stimulus to those synapses. Calcium-Calmodulin dependent protein kinase 11 
(CaMKII) is one molecule known to be activated during this high-frequency stimulus and is thus 
thought to be an important player in LTP.l Knockout mice deficient in the a isoform of CaMKII have 
been shown to be deficient in LTP and impaired in spatial learning tasks such as the Morris water maze, 
corroborating the theoretical connection between LTP and spatial memory. 2 

One of the hallmarks of CaMKII activation is autophosphorylation of the kinase at Threonine-286 
(287 in the ~ isoform) that causes the kinase to remain active in the absence of calcium. I The 
autophosphorylated kinase is then hypothesized to phosphorylate neighboring receptors and channels 
such as AMP A-type glutamate receptors, inducing their increased activity, perhaps contributing to the 
"maintenance phase of LTP." 

The Kennedy lab is exploring the relative amounts of autophosphorylated CaMKII in hippocam­
pal synapses before and after LTP-inducing stimuli. This measurement is accomplished by fluorescence 
immunochemicallabeling of the autophosphorylated site and laser-scanning confocal microscopy. The 
lab recently developed a technique for staining hippocampal slices to measure and visualize CaMKII 
autophosphorylation3,4 and was interested in clarifying the importance of a few variables to perfect 
and normalize their results. The variable examined in this study was the concentration of phospho- and 
nonphospho- primary antibody used to label the slices. We discovered that the relationship of both the 
phospho- and non phospho- primary antibodies to the brightness of the staining was linear, thus 
proving that comparisons between experiments can be made in a simple manner. 

Materials and Methods 

Two primary antibodies were studied using single-labeling techniques. These antibodies recognize 
the site of autophosphorylation in CaMKII, Threonine-286. Mouse monoclonal antibody 22Bl is 
specific for the phosphorylated form of the kinase, and rabbit polyclonal antibody Sylvia is specific for 
the nonphosphorylated form (Patton et aL, 1993). The distribution of these primary antibodies in the 
hippocampus was then visualized by means of secondary antibodies coupled to fluorescent dyes: FITC­
conjugated goat anti-mouse antibody specific to 22Bl , and Cy3-conjugated goat anti-rabbit antibody 
specific to Sylvia. The GAM-FITC was purchased from Cappel and the GAR-Cy3 from Chemicon. 

41-54 day old rats were anaesthetized with 1 ml Halothane until there was no hind foot reflex. The 
rats were decapitated and the brain rapidly removed and placed immediately in ice cold ACSF 
(Ringer's) solution (119mM NaCl, 2.5mM KCl, 1.3mM MgSo4·2H20 , 2.5 mM CaCl2·2H20 , 1 mM 
NaH2P04·H 20 , 26.2 mM NaHC03, llmM Dextrose) that had been bubbled with 95% 0 2/ 5% C02 for 
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15 minutes beforehand. The hippocampus was removed from both halves of the brain and cut into 500 
~m slices using a Stoelting slicer, then slices rested 2 hours on Whatman #5 filter paper over a petri 
dish of Ringer's in a plastic chamber oxygenated continuously with 95%02/ 5% C02 bubbled through 
distilled water. Slices wue fixed one hour in ice cold 4% paraformaldehyde/ 0.2% glutaraldehyde in 0.1 
M NaP04 buffer pH 7.4, then left in PBS (20mM NaP04 buffer pH 7.4, 0.9% NaCl) at 4°C overnight. 4 
slices were cut into 4-6 50~m sections each ·with a sapphire blade vibratome and placed in a 24-well 
plate in cold PBS. Sections were then treated as follows (0.5 ml except where indicated): 0. 7% triton-x 
100 in PBS, 1 hour; PBS, 2X five minutes; 0.1 M glycine in PBS, 1 hour; ddH20, 2X five minutes; 0.1 % 
Sodium Borohydride, 20 minutes; ddH20 , 2X five minutes; blocking buffer (5% normal goat serum, 
450 mM NaCl, 0.05% triton-x 100 in 20 mM NaP04 buffer) , 1.5 hours to reduce background. 230 ~I of 
primary antibody (22B1 for phosphorylated, Sylvia for non phosphorylated CaMKII) was then added in 
dilutions of 1:10, 1:30, 1:50, and 1:70 in blocking buffer, one dilution per 500 ~m slice. Sections were 

0 

incubated in primary antibody overnight (~ 8 hours) at 4 C, then washed 3X thirty minutes in block-
ing buffer, and incubated 1 hour in 230 ml secondary antibody- 1:5 GAMF against phosphorylated 
CaMKII, 1:50 GARCy3 against non-phosphorylated Cat\1Kll dilutions in blocking buffer. Next came 
thirty minute wash in blocking buffer, 2X thirty minutes wash in PBS, and post-fix in 2% paraformalde­
hyde in PBS 5 minutes, wash 2X five minutes in PBS. Sections were transferred to 1M NaHC03 buffer, 
pH 9.2, for 1 minute, then mounted in 4% n-propyl gallate, 90% glycerol in carbonate buffer. Edges 
were sealed with clear nail polish, and slides were frozen after allowing 2 hours for glycerol penetration. 
Each primary antibody was tested twice, producing a total of 8 slices per antibody (two per each dilu­
tion). 

Sections were photographed using a Zeiss laser-scanning confocal microscope using a lOX lens 
(pinhole 20, theoretical optical section -20 ~m) at 488 nm for Fluorescein and 543 nm for Cy3 excita­
tion. The brightness was set at 9601 and contrast was 350 for Fluorescein, 401 for Cy3, settings previ­
ously used by the Kennedy lab. The CAl region was photographed at the brightest optical section, 
images were stored and transferred to a Macintosh computer. Using MacPhase software (Otter Solu­
tions) , the dendrites of the CAl were selected as a "region of interest (ROI)" and their average bright­
ness value calculated. The average brightness value of alll0-12 sections of each dilution (eg. 1:10 22Bl) 
were subsequently averaged and plotted versus concentration of primary antibody in which the tissue 
was incubated. Curves were fitted using Kaleidagraph software. 

Results 

The best fit for the phosphokinase data was a logarithmic curve, showing the effect of~ 10% 
saturation in the image at concentration 1.25 mg/ ml, contrast 350 (Figure!), causing deviation from 
linearity. The lower three concentrations, which did not cause images that were~ 10% saturated, 
showed a simple linear increase in image brightness with an increase in 22B1 concentration (Figure 1) . 
Similar results were gathered from the non phosphokinase: a logarithmic best fit (Figure 2) due to 
saturation of the image pulling the curve from linearity demonstrated in the three lower concentra­
tions (Figure 2) at contrast 401. 
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l 

j 

l 
1 

'------~- ~- ~ -

9 



1' • 21• t7 ·~·1~0ts7t) 

_j 

0 - ~ 

Discussion 

The data for the phosphorylated kinase are best fit with a logarithmic cwve, as shown in Figure 1. 
The fact that this curve has not reached saturation at the concentrations of antibody we have studied 
indicates that the amount of primary antibody is currently the limiting factor in the amount of signal 
produced, rather than the amount of secondary antibody or limitations of the microscope. The lack of 
saturation also reveals that there is no lack of phosphorylated kinase in the tissue. The linearity of the 
curve in the region of the concentrations of 0.46, 0.25 and 0.18 mg/ ml provides reassurance that 
comparisons between different experiments photographed at different contrasts are indeed valid and 
the relation is straightforward. The results for the nonphosphorylated kinase are similar: an unsatur­
ated logarithmic cwve indicating that the primary antibody is the limiting factor, and a linear region 
indicating validity of comparisons between experiments. 

These results further indicate that in both the phosphorylated and non phosphorylated cases, a 
concentration of0.46 mg/ ml may be more useful to use in other experiments than the 0.25 mg/ ml 
that has been used previously by the lab. The higher concentration will allow more kinase to be tagged, 
producing an image with more information, yet still be cost efficient. As the curve deviates from 
linearity at concentrations greater than -Q.5 mg/ ml, there is less return in signal for the cost of using 
greater amounts of expensive antibody, so 0.5 mg/ ml seems to be the point at which the most informa­
tion is returned for a reasonable cost. 

These are important fmdings for the study of both the phosphorylated and nonphosphorylated 
forms of CaMKII. Individual experiments can indeed be optimized in terms of contrast to obtain the 
best images for any given conditions, including antibody concentration, and the data between experi­
ments have a straightforward relationship to facilitate comparison. Also, primary antibody concentra­
tions are the limiting factors in the studies, i.e. there is no limitation of the equipment causing loss of 
information, so a concentration of -Q.5 mg/ ml seems to be a better choice than the 0.25 mg/ ml used 
previously in terms of the most information without excessive expense. 
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Effect of Electrostatic Attraction on the Conformational Distribution of 
~-Alanine ( +NH3CH1CH1CO) 
Erik w. streed and John D. Roberts 

Proton nuclear magnetic resonance ( 1 H NMR) was emp loyed to study the conformational equilibrium of 

J3-alanine in solvent systems with known dielectric constants. Extensions of the Karplus equation3,4,6 were used 
to determine coupling constants for different conformations. From the observed coupling constants and the 
calculated couplings for different conformations, the distributions of gauche and trans conformations were 
determined. The observed coupling constant between the -CH2-CH2- hydrogens varied from 6.630 Hz to 
6.688 Hz over a solvent dielectric constant range from 30 to 80 • The results do not indicate a strong change in 
conformational preferen ce with changes in the dielectric constant of the solvent system. 

Introduction 

Electrostatic interactions play a fundamental role in many biochemical reactions, such as those 
involving amino acids, pep tides, and proteins. One of the ways that electrostatics affect reactions is b y 
contributing to the stabilities of certain molecular conformations. Peptides and proteins can have 
hundreds or thousands of differing conformations, with electrostatic attractions contributing to the 
stability of some, while inhibiting others. To understand larger conformation phenomena fully, we must 
be able to understand and accurately predict the conformational distributions of the simple amino 
acids. Accurate prediction of the influence of electrostatic interactions on the conformations of amino 
acids is important for creating working models of larger phenomena such as protein formation and 
folding. 

Coulomb's Law predicts the force Fbetween two points with charges q1 and q2 that are separated 
by a distance r {figure 1). When the region between the charges is filled with a homogeneous material 
(gas, solvent, solid, etc.) the electrostatic force is reduced inversely with respect to the dielectric 

constant £ of that material{figure 1) . This relationship is the basis of all electrostatic interactions. 

Unpolarized hydrocarbons have dielectric constants in the range of 2 or 3. Most protein interactions 
take place in water, which has the high electric constant of 80. Solvation reduces the strength of the 
electrostatic interactions by a factor of- 40 when moved from a polar to a non-polar environment. 

One of the simplest amino acids in which electrostatic interactions should be observed is the 1,2-
disubstituted ethane, !3-alanine. In the zwitterionic state, it has both positively and negatively charged 
groups which are separated by two carbon-carbon bonds (figure 2) . This provides the molecule with a 
degree of rotational freedom in which the distance between the charged groups varies. 

~}-Alanine has three different staggered rotational conformations about the carbon-carbon axis. 
For 1 ,2~substituted ethanes, these conformations are designated based on the relationships of the 
substituted groups. The gauche conformations of ~}-alanine are enantiomers and have the two substi­
tuted groups adjacent to each other, minimizing the distance between them. In the trans conformation 
of ~}-alanine the substituted groups are opposite each other, maximizing the distance between them. 

Electrostatic theory suggests that in the gas phase ~}-alanine would strongly prefer the gauche 
conformation over the trans conformation with reduced distance between the oppositely charged 
groups {figure 3) . The force between the charged groups is inversely proportional to the dielectric 
constant (£) between them. As £ increases the influence of electrostatic attraction decreases and the 
expected distribution tends toward the statistical 1 I 3 trans and 2; 3 gauche conformer. And as£ is 
lowered the influence of electrostatic interaction is increased, which should favor the gauche conform­
ers. By changing the dielectric constant£ of the solvent system surrounding ~}-alanine, we hoped to 
observe this effect. 

Proton nuclear magnetic resonance spectroscopy ( 1 H NMR) allows for quantitative determination 
of the distribution of rotational isomers of 1,2-disubstituted ethanes through the measurement of the 3 
fHH coupling constants. The hydrogen-hydrogen couplingsfH,H for the gauche and trans conforma­
tions are expected to be quite different. NMR spectrometers have poor time resolution, so ethanes 
such as ~}-alanine that have low rotational barriers are subject to rotational time averaging of their 
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coupling constants. Hence only the mean coupling constants can be measured experimentally. To 
deduce the conformational equilibrium from the mean coupling constants requires predicted values 
for the coupling constants of each different conformational state. Several methods are available today 
to calculate the coupling constants for different conformations of 1,2-disubstituted ethanes such as 
J>-alanine. 3,4,6 

Molecular quantum mechanics modeling of J>-alanine5 predicts that, in the gas phase, the gauche 
conformations are more stable than the trans by 25 kcal/ mole and that the gauche conformations are 
most stable with a dihedral angle of 55°. When J>-alanine is placed in an environment where the 
molecule is surround by a bulk dielectric constant of 80 (simulating water solvation), the situation 
changes drastically. The trans conformation is 3.9 kcal/ mole more stable than the gauche conforma­
tion. The most stable gauche conformation now has the ideal dihedral angle of 60°. However, when the 
dielectric constant E is lowered from 80 {water) to 30, the estimated difference between the trans and 
gauche conformations drops to 0.2 kcal/ mole. These calculations indicate that a large change in the 
rotational equilibrium should occur as the solvent dielectric constant E is lowered. It must be noted that 
molecular quantum mechanics modeling normally works though energy-minimized structures and 
hence may or may not fully account for thermal effects. 

Materials and Methods 

Solvent systems of known dielectric constants were created by mixing either methanol (MeOH) or 
ethanol (EtOD) with heavy water (D20) . Samples were prepared by adding sufficient J>-alanine in 1.0 
ml of solvent system to create -0.1 M solutions. p-Dioxane was added as an internal reference standard. 
(3. 700 ppm, 1111 Hz for 300 MHz NMR relative to TMS) . 

The samples were segregated into two different groups: methanol/ D20 (MD) and ethanol/D20 
(ED) based solvent systems. The sample having only D20 and J>-alanine was considered to be part of 
both groups and was treated accordingly. The group of methanol-containing samples were made with 
both fully deuterated methanol (MeOH-<14, a lockable solvent for NMR) and undeuterated methanol 
(not an NMR lockable solvent). To check that the deuterated solvent was behaving equivalently to the 
undeuterated solvent, samples were prepared using the same mole fraction of each type of methanoL 
The observed spectra were in agreement with each other. 

Spectra were taken using General Electric QE PLUS 300-MHz Fourier Transform nuclear magnetic 
resonance (FT-NMR) spectrometers. Nuclear magnetic resonance spectra were acquired at known, 
constant temperatures. These spectra showed triplets centered at 3.108 ppm and 2.485 ppm derived 
from J>-alanine. Four spectra containing between 4 and 16 usable coupling constants(/) were acquired 
for each sample. Resolutions ranged from- ±0.03 Hz/ point to- ±0.09 Hz/ point. Line broadening of 
up to 1.00 Hz and baseline correction were applied to reduce noise. 

Before spectra were taken, samples were placed in the 1\TMR room for at least 30 minutes so that 
thermal equilibrium could be reached (room temperature -16.5°C.) Several spectra of each sample 
were then taken in series. Concerns over possible temperature drift were alleviated by doing the first 
ED set of spectra in two sequential series instead of acquiring four spectra at a time. Analysis of the 
coupling constants showed no indication of temperature drift so all further spectra were taken in one 
run of four spectra each. 

Calculations 

To determine the distribution of rotational isomers from the experimentally observed coupling 
constant, the coupling constants for the individual isomers must be calculated. There are several 
methods of computing these values. The Karplus equation (figure 4) gives the hydrogen-hydrogen 
coupling.h-r H for ethane in terms of the dihedral angle 8 between the hydrogens. This equation does 
not take int~ account the effect of substituted groups on the hydrogen-hydrogen coupling. Abraham,6 

Altona,3 Haasnoot, 4 and others have improved on the accuracy of the Karplus equation by adding 
corrections to the coefficients based on the substituted groups. 
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Wyman2 gives an empirical formula for the dielectric constant (E) in terms of temferature (T, in 
oq of specific ethanol/water mixtures using a quadratic fit to E = a+ b(T-20) + c(T-20) . The param­
eters a, b , and care given for specified ethanol/water mixtures tested by Wyman.2 The mixtures of 
ethanol and water used by Wyman2 need to be corrected for the effects of substituting EtOO 1 0 20 for 
EtOHI H20. This was done by holding the mole fraction of each solvent constant while calculating new 
volume percentages. The resulting changes in concentration by volume were less then 5%. 

A formula similar to Wyman for the dielectric constants of methanol based mixtures was not found 
in the literature. The dielectric constant E was calculated by an inverse weighted sum. The inverse 
dielectric constant 11E for the pure solvents was weighted by the mole fraction of that particular solvent 
in the system. Summation of these values gives 11E for the mixture of solvents. Unfortunately, this 
method does not allow the temperature correction possible with the EtOOI 0 20 solvent systems. 
Fortunately, the dielectric constants for water and methanol are commonly measured at 20oC which is 
close to our operating temperature of 16.5°C. 

Results 

Figures 5 and 6 show the experimentally observed coupling constants 1 plotted against a measure 
of the reduction in electrostatic force 11E. Because the NMR spectra that were acquired showed only 
triplets, it is safe to assume that113 -114. Computation of line shapes with line widths corresponding to 
the ones observed show that 113 and 114 could differ by about± 0.9 Hz before the triplet line shapes 
would visibly distort. This corresponds to about a± 9% change in conformation at equilibrium or about 
0.25 kcall mole change in free energy (~G). 

Discussion 

The observed small changes in coupling constant1with E for j>-alanine are consistent with Wei's 
study of j>-alanine conformation distribution in OMSOI 0 20 relative to temperature. However, these 
results do not agree with the previously mentioned quantum mechanical models of Brameld and 
Goddard which predict the trans conformer will be more stable in water by about 4 kcall mole. 

These discrepancies may be explained in terms of assumptions made about the environment in 
which a !}-alanine molecule is solvated. For example, the effects of the solvent hydroxyl (-OH) groups 
interacting directly with the j>-alanine were not taken into account in quantum calculations. Because of 
the low(- 0.1M) concentration, intermolecular interaction between j>-alanine molecules was not 
considered to be relevant to this study. 

A fundamental difficulty in this research centers on the solubility of j>-alanine in various solutions. 
A zwitterionic molecule, it dissolves well in highly polar solvents. Unfortunately, the most interesting 
data on electrostatic effects are expected to come from solvent systems with the lowest possible E (non­
polar solvents) . Common experimental "tricks" such as using crown ethers to draw ions into solutions 
are not viable because the solvated zwitterionic state of j>-alanine is needed to study the desired effects. 

As the dielectric constant increases towards infmity, one would expect to fmd that the electrostatic 
influence on the conformation distribution would approach zero. The coupling constant at this point 
should be that for the statistical distribution of 1 I 3 trans and 2 I 3 gauche. From the linear fits, this 
would place 13-alanine's coupling constant (/) in the neighborhood of 6.87 ± 0.03 Hz. This is a reason­
able value considering how little change in the observed coupling constant has occurred over the fairly 
wide range of dielectric constants tested. 

Extrapolating from the linear fit's for solvent systems of lower dielectric constant does not produce 
a similarly satisfactory result. As the dielectric constant decreases so should !}-alanine's coupling 
constants. When E is in the range of2 or 3 (benzene, carbon tetrachloride, pentane) the observed 
linear fit (figures 5 and 6) suggests the physically unrealistic result that the coupling constant1would 
drop to nothing and the peaks would coalesce into a singlet. 
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Conclusions 

Minimal changes in the distribution of rotational conformations for I)-alanine with solvent systems 
of varying dieletric strength suggest that electrostatics may play a different role than is reflected in 
current models. A linear relationship is observed (forE from 30 to 80) between the dielectric constant 
E of the solvent system and the observed coupling constant (/) of !3-alanine. However, the change in 1 
with respect to E is not nearly as large as might be expected. Moreover, the linear fit suggests that as E 

decreases to around 2 or 3 the coupling would approach zero. This is not physically realistic and it is 
more likely that the change in 1 reflects a small change in the conformational equilibrium constant. 
Consequently, if] changes much more we expect to observe a more complex spectrum. In conclusion, 
these interesting results provide a basis for further studies of the effect of electrostatic interactions in 
I)-alanine .. 
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Figure 3. Rotational conformations of I)-alanine zwitterion 
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Figure 6. ~alanine dissolved in MeOH/ D20 solvent systems 

Table 1. Calculated Coupling Constants for 
Rotational Conformations of ~Alanine. 

All values are in Hertz. Jxy denotes the coupling constant between the hydrogens labeled x and y. 

(Chemically equivalent hydrogens do not split each others' resonances). 

Karplus Model 
Coupling trans gauche 1 gauche 2 

J13 l3.00 4.00 4 . 00 

J23 4 . 00 4.00 13.00 

J14 4.00 13 . 00 4.00 

J24 13 .00 4.00 4.00 

Haasnoot4 Model 
Coupling trans gauche 1 gauche 2 

Ju 14.23 2.23 2 . 90 

J23 3.30 3.74 14 . 23 

J14 3.30 14 . 23 3 . 74 

J24 14.23 2 . 90 2.23 

Alcona3 Model 
Coupling crans gauche 1 gauche 2 

J13 13 . 21 3 . 41 2.50 

J23 3 . 38 2 . 53 12.21 

Jl4 3.38 12.21 2 . 53 

J24 13.21 2 . 50 3 . 41 



Table 2, Data for Figure 5 

Etoo• :::>2o* £ mean(J) sd(J) 
0.0% 100.0% 79 . 1±1 . : 6.686 0 . 005 
0.0% 100.0% 80 . 2±1.1 6.684 0 . 008 
3.3% 96.7% 74. ~±1.1 6.672 0 . 016 
3.3% 96.7% 75 . 5:!:1.1 6.652 0 . 008 
7.2% 92 . 8% 7: . 0±1 . 1 6.649 0 . 016 
7 .2% 92 . 8% 69 . 9±: . 1 6.643 0 . 009 

11.7% 88 . 3% 65 . 1:!:1. 0 6 . 610 0 . 015 
:1.7% 88 . 3% 66 . 2=1 . 1 6.633 0 . 015 
11.7% 88 . 3% 66 . 2=1.1 6.626 0.014 
16.5% 83 .5% 60 . 8=1.0 6.614 0 . 018 
16.5% 83.5% 59 . 7=1.0 6.615 0 . 014 
22.2% 77 .8% 53.8±0.9 6.588 0.015 
22 . 2% 77 . 8% 54.8±1.0 6.578 0 . 015 
29.9% 70 . 1% 48 . 8±0.9 6.558 0 . 022 
29 .9% 70 . 1% 47.9±0.8 6.556 0 . 019 
39 .6% 60 . 4% 41.7±0.7 6.5:3 0 . 020 
39 .6% 60 . 4% 42.5±0.8 6 .523 0 . 016 
52 .2% 47 . 8% 36.2±0.7 6.440 0 . 030 
52 . 2% 47 . 8% 36.9±0.7 6.457 0 . 047 

Table 3, Data for Figure 6 

MeOD: o 2o* £ mean(J) sd(J) 
0 . 0% 100 . 0% 79±2 6 . 688 0.010 
0 . 0% 100.0% 79±2 6 . 660 0.028 

10 . 1% 89.9% 69±2 6.628 0.024 
23.1% 76 . 9% 60±2 6.601 0 . 023 
23.0%* 77 . 0% 59=2 6.586 0 . 011 
40 . 2% * 59.8% 50=2 6 . 531 0 . 006 
51.3% 48 . 8% 46::2 6 . 469 0 . 026 
56 . 0% * 44 . 0% 44±2 6 . 454 0 . 007 
57.5% 42 . 5% 44±2 6 . 428 0 . 019 
64.3% 35 . 7% 41±2 6 . 408 0 . 060 
80.2% 19 . 8% 37±2 6 . 418 0 . 021 

100 . 0% * 0.0% 33±2 6 . 360 0 . 036 

* MeOH-d4 was used instead of MeOH-do. 

* Concentration percentages are in molar fractio~ form . 
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Mutagenesis of the Binuclear Site of the CuA Protein 
Sudlpta Bardhan and John H. Richards 

All available structural and electron transfer data suggest that the CuA site acts as the initial electron transfer 
acceptor in the cytochrome c oxidases. Thus, the unique delocalization and low reorganization energy of the CuA 
site are likely to be important to this function. CuA is known to be a binuclear copper site with the property of a 
delocalized mixed-valence Cu(l.5)Cu(l.5) structure (1,2,3). The binuclear CuA site has a lower reorganization 
energy than mononuclear copp er sites, leaving cytochrome c oxidase with more free energy available for proton 
pumping. Through site-directed mutagenesis, Methionine 227 (M227) has been replaced with an isoleucine 
(M2271) and a leucine residue (M227L) in the soluble fragment from Thennus thermophilus. These mutations were 
introduced in the hopes of converting the delocalized mixed-valence CuA system into a localized Cu(I)Cu(II) site 
in each mutant. 

Key Words: CuA-valence trapping-reorganization energy-cytochrome c oxidase 

Introduction 

Many organisms rely on the oxidation of glucose to provide energy for essential biological func­
tions. Glycolysis, fatty acid oxidation, and the citric acid cycle produce NADH and FADJ-4 molecules, 
each of which donates electrons to dioxygen liberating a large amount of free energy that can be used 
to generate ATP. The process in which electrons are transferred from NADH or FADH

2 
to 0

2 
to form 

ATP is called oxidative phosphorylation ( 4). The electrons generated in glucose oxidation flow through 
a chain of intermediate transmembrane complexes rather than being transferred directly to dioxygen. 
In the final step of aerobic respiration, cytochrome c oxidase catalyzes the four electron reduction of 
0

2 
to H

2 
0 as well as the oxidation of four ferrocytochrome c molecules (5). 

Electron transfer through the respiratory chain and ATP synthesis are linked by a proton gradient 
across the inner mitochondrial membrane. The electrons used in dioxygen reduction enter the cyto­
chrome c oxidases via four successive bimolecular electron transfers from ferrocytochrome c. Reduction 
of 0

2 
is coupled to the pumping of two protons from the eukaryotic mitochondrial matrix to the inner 

mitochondral space. Two components contribute to the generation of a pH gradient across the inner 
membrane - the reduction reaction, which takes up two protons from the mitochondrial matrix, and 
the pumping of two additional protons. The proton gradient is used as an energy source by ATP 
synthase to produce 36 ATP molecules per glucose molecule(5). 

Cytochrome c oxidase is known to contain two heme centers, cytochromes a and a
3

, as well as two 
copper centers, CuA, which contains two copper atoms, and C~, which contains one copper atom. The 
Cu8 site and cytochrome a

3 
together form an active site in which the dioxygen molecule is bound and 

reduced; cytochrome a and the CuA site are involved in electron transfer. In the current model on 
electron transfer pathways in cytochrome c oxidase, the CuA site acts as the initial acceptor of electrons 
donated from cytochrome c (5). 

The CuA site isknown to be a binuclear copper site (1,2,3) with the unique property of a delocal­
ized mixed-valence Cu ( 1.5) Cu ( 1.5) structure ( 6). The reorganization energy of the binuclear Cu A site 
is thought to be lower than that of the mononuclear blue copper proteins. This feat>..rre makes more 
free energy available to cytochrome c oxidase that can be used for proton pumping (7). The CuA site 
has two bridging cysteine ligands (Cys216 and Cys220) and a histidine ligand (Hisl81 and His 224) to 
each copper. In addition, a methionine sulfur (Met227) is weakly bound to one copper atom and a 
main chain carbonyl from a glutamic acid residue (Glu218) is weakly bound to the other copper (8) . 
Two site-directed mutants of the soluble fragment from Thermus themwphiluswere constructed in which 
Met227 was replaced by isoleucine or leucine. 

The isoleucine mutant (M2271) and the leucine mutant (M227L) should increase the reorganiza­
tion energy of the protein because these mutations should create a valence-trapped site. Normally, one 
electron is shared equally between the two coppers in the binuclear site, but the introduction of these 
mutations should convert the delocalized center into a localized Cu(I)Cu(II) system- a Class III 
complex to a Class I complex according to the classification scheme of Robin and Day (5). This result 
has been shown in Paracoccus denitrifuans cytochrome c oxidase by Zickermann and coworkers, where 
valence trapping has been observed in the M2271 mutation. 
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Materials And Methods 

Construction of pETCu
11
M2271 and pETCu

11
M227L. Since Met227 lies near the end of the Cu 11 gene, a 

one step PCR method was used in which the sense oligonucleotide primer (CuA.s.Ndel: 5' CTI TAA 
GAA GGA GAT ATA CATIATG CCC TAC A 3 ') coded for an Ndel restriction site (underlined), 
whereas the antisense oligonucleotide primer encoded for the M227I (Cu).as.BamHI: 5' TTA GCA 
GGA TCIC TCA CTC CTT CAC CAC GAT CGT CCC GAA GAT GTT C 3') or M227L (Cu

11
L.as.BamHI: 

5' TTA GCA GGA TCIC TCA CTC CTT CAC CAC GAT CGT CCC GAA CAG GTT C 3' ) mutation and a 
BamHI site (underlined) . 

The M227I and M227L PCR fragments were extracted once with one volume of chloroform to 
remove any traces of oil, and then washed twice with 2 mL of 3 M sodium acetate, pH 5.3, in a 
Centricon 100 to remove Taq polymerase, nucleotides, and PCR buffer. Mterwards, the fragments were 
washed an additional two times with doubly distilled H,O. The PCR fragments and pETbla vector were 
digested with Ndel and BamHI restriction enzymes and then purified on a low melting temperature 
agarose gel. The digested fragments and vector were then cut from the gel, melted at 70°C, equili­
brated at 45°C, and the agarose was digested with Gelase. The vectors pETCu

11
M227I and 

pETCu M227L were formed by ligating the appropriate PCR fragment into the vector. The constructs 
were sequenced to confirm that the desired mutations were introduced. 

Protein Expression and Purification. A 10 mL culture ofLB media (50 mg/ mL kanamycin) was 
inoculated from a freshly streaked plate ofBL21 (D£3) cells containing either the pETCu11M227I or 
pETCu

11
M227L plasmid. This culture was incubated for 12 hours at 37°C, and then was used to inocu­

late a 1 L flask of LB and kanamycin. This culture was incubated at 37°C, typically for about 2 hours, 
until the absorbance at 600 nm reached 0.4 to 0.6, and then induced for 12 hours using a final concen­
tration of 0.4 mM IPTG. The cells were pelleted by centrifugation at 5,000 x g for 10 minutes. The 
pellet from 1 L of culture was resuspended in 25 mL of 50 mM Tris-HCl, pH 8.0, 4 mg/ mL lysozyme, 40 
U/ mL DNase I, 3 U/ mL RNaseA, 0.1% Triton X-100, and then was sonicated. The cell debris was 
separated from the extract by centrifugation at 12,000 x g for 30 minutes at 4°C. The addition of 15 
flL/ mL volume of 100 mM Cu(His)

2 
caused the solution to tum purple by forming the Cu11 site. An 

additional 30 minu te centrifugation step at 12,000 x g further clarified the protein solution. The pH of 
the protein solution was adjusted to pH 7.0 using 1M KH2P04 and potassium chloride was added to a 
fmal concentration of 300 mM KCL The protein solution was then loaded on a metal affinity column 
loaded with copper that had been equilibrated with 100 mM potassium phosphate buffer and 500 mM 
KCl, pH 7.0, at 4°C, washed with several volumes of equilibration buffer, and eluted with 1 M imidazole. 

UV/Vis. Optical spectra of the mutants were recorded on a Hewlett Packard 8453A Diode Array 
Spectrophotometer. 

Results 

Protein Expression and Purification. Upon induction with IPTG, the cells produce only the apo form 
of the protein. Mter cell lysis, the addition ofCu(II) in the form ofCu(His)

2 
causes the solution to tum 

purple. In the case of the M227L protein, the purple color is very quickly lost, suggesting that the site is 
losing copper, and the solution returns to an intense blue color, similar to the color of Cu(His) 2• The 
M227I protein is slightly more stable than the leucine mutant, and can be bound to a metal affmity 
column and purified before the sample denatures. 

Although both the M227I and M227L proteins could be expressed, purification of the holo 
proteins was nearly impossible because of the proteins' instability. A number of different methods were 
utilized in an attempt to purify the mutant proteins. At ftrst, we attempted to lower the pH of the cell 
lysate to pH 4.6 in order to remove more impurities and to load the protein solution on a CM 
Sepharose column equilibrated with 50 mM: sodium acetate, pH 4.6, at 4°C. The protein was washed 
with several volumes of equilibration buffer and eluted with a 0 - 1 M NaCI gradient in 50 rru\1 sodium 
acetate. The eluate was in many cases faintly purple in color, but soon turned colorless even when 
frozen immediately. Next, a metal affmity column was used to purify the proteins, as described earlier. 
It was possible to elute to M227I mutant holo protein from the metal affinity column, but the protein 
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quickly denatured afterwards, i.e. lost copper. The M227L mutant is very unstable and purification has 
been impossible to date. Future attempts to purify the M227I and M227L proteins will involve methods 
in which the apo protein is purified on a hydrophobic affinity phenyl HR sepharose column. 

Protein Analysis. SDS-PAGE analysis shows that the M227I and M227L mutants both have apparent 
Mr - 15,000, consistent with wild type CuA. 

UV/Vis. The absorbance spectrum of M227I, taken directly after elution, is very different from that 
of wild type CuA. The doublet at 480 nm and 530 nm seen in wild type is missing in the M227I spec­
trum, and the band centered at 790 nm seen in wild type seems to be shifted in M2271. 

Discussion And Conclusions 

Recent X-ray structure data from P. denitrificans cytochrome aa
3 

(3), bovine cytochrome aa
3 

(2), 
and the engineered purple center in the CyoA fragment (1) show that CuA is a binuclear copper site 
with two bridging cysteine thiolate ligands and with one strong coordinate bond from each copper to 
an imidazole ring of histidine. Each copper also has a weaker coord~ate bond to either the carbonyl 
oxygen of a glutamic acid or to the sulfur of a conserved methionine. The CuA site behaves as a spin­
delocalized, mixed-valence structure in which the single unpaired electron is found with equal prol:r 
ability at either copper (7). It is thought that the introduction of the M227I and M227L mutations into 
the T thermophilus fragment creates a valence trapped CuA site, although without EPR data, it is impos­
sible to verify this belief. 

Sequence analysis, mutagenesis, and protein engineering studies indicate a possible evolutionary 
relationship between soluble blue copper proteins and the CuA protein. This leads to the question: why 
did a binuclear purple site, rather than a mononuclear blue site, evolve into the primary electron 
acceptor in cytochrome c oxidases? Preliminary electrochemical characterization suggests that CuA may 
have a significantly lower reorganization energy than that of mononuclear copper sites. The rate of 
electron transfer between two redox centers within a protein-protein complex is determined by the 
driving force of the reaction, ~Go, the reorganization energy, and the electronic cou piing between the 
donor and the acceptor. The driving force for electron transfer from cytochrome c to CuA is close to 
zero, and because of this low ~Go and the large distance between the two, an appreciable electron 
transfer rate can only be achieved if the reorganization energy of the CuA site is quite small. A low 
reorganization energy may allow more free energy to be available for cytochrome c oxidase to use for 
proton pumping. across the inner mitochondrial membrane (7) . 
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Engineered Protein-Membrane Interactions 
Mat E. Barnet and Frances H. Arnold 

The fabrication of robust, synthetic lipid surfaces to promote specific protein binding and self-assembly presents 
the possibility to create biological sensing devices, drug d elivery systems, nanomaterials, and to understand 
fundamental biomembrane functions. Functional, metal-cllelating, iminodiacetate (IDA) lipid monolayers at the 
air-water interface were used to promote protein binding via Cu(II)-IDA-histidine complex formation. Metal­
bound IDA lipids specifically target protein histidine residues. To facilitate this targeting, hexahistidine tags were 
attached to a model protein, dihydrofolate reductase (DHFR-his6). Results concerning Cu(II)-IDA lipid mono­
layer interactions with DHFR-his6, using monolayer fUm balance techniques, are presented- These results show 
that a binding interaction between DHFR-his6 and the IDA monolayer depends on the presence of copper. 
Further results give an estimate for the strength of this interaction. These results are consistent with a proposed 
protein targeting mechanism, whereby the hexahistidine tags on DHFR's surface specifically interact with Cu(II)­
bound IDA lipids. Cu(II)-IDA-histidine ternary complex formation can be used for applications requiring specific 
protein-lipid interactions. 

Introduction 

Molecular recognition and binding events between proteins and lipid membrane surfaces underlie 
many biological signaling pathways [1, 2]. Lipid molecules possessing protein receptors respond to the 
protein ligands that they specifically bind [3]. Synthetic lipidbased interfaces have been designed in an 
attempt to mimic nature 's ability to target proteins [ 4], signal ligand assembly [5, 6], and effect two­
dimensional protein crystallization [7-9]. Synthetic assemblies of proteins and lipids also form the basis 
of novel sensing and electronic device fabrication [10]. 

• Protein targeting to lipid surfaces via non-specific electrostatic interactions [ 11], or specific protein 
receptors [12] are two methods of two-dimensional protein immobilization (Figure 1). Problems 
persist with both approaches. With nonspecific electrostatic interactions, proteins often do not 
adopt any particular orientation at the lipid surface. This can be undesirable for nanomaterial 
applications, in which an ordered array of molecules is often crucial for functional properties [ 13] . 
Further, electrostatic interactions between proteins and lipid surfaces are typically weak. The 
specific lipid receptor approach can overcome these two drawbacks; a specific receptor can confer 
orientational control and strong binding to the lipid-protein interaction. However, this very 
specificity can be a drawback, in that a given lipid receptor will usually only dock to one type or 
class of protein. Thus for each new type or class of protein, a new type of receptor lipid must be 
designed and synthesized. Furthermore, the type of lipid functionality that will act as a receptor for 
a given type or class of protein can be difficult to know a priori. Considering these drawbacks, a 
general protein-targeting mechanism is desired. 

• Metal-chelating iminodiacetate {IDA) lipid molecules that promote protein binding via Cu(II)-IDA­
histidine complex formation (Figure 2) have been synthesized for this purpose [14] . IDA lipids 
chelate Cu(II) ions, which in tum can coordinate one or more protein surface histidine residues 
('Ka - 1 o3.5 M-1 for one histidine). Histidine residues are naturally present on the surfaces of many 
proteins, and if not present can be genetically incorporated through the use of hexahistidine 
(his6) fusion peptides [15, 16] or other histidine motifs (e.g., His-X3-His [17]). Additionally, at pH 
7-7.5, histidine is the only amino acid residue that Cu{II) can specifically coordinate. Formation of 
the ternary complex is fully reversible upon addition of acid (protonation of histidine residues) or 
EDTA (competitive chelation ofCu(II)). 

• We present here dihydrofolate reductase-his6 (DHFR-his6) interactions with Langmuir monolayers 
[18] of Cu(II)-IDA lipid. A monomolecular lipid film is self-assembled at the air-aqueous interface, 
and histidine-tagged proteins are introduced into the aqueous phase beneath the monolayer. As 
the protein diffuses throughout the subphase and comes to the lipid surface, protein interactions 
with the lipid monolayer that perturb membrane packing are recorded as changes in monolayer 
surface pressure (at constant su rface area) or as changes in surface area {at constant surface 
pressure). Results show that an interaction between IDA-lipid monolayers and DHFR-his6 depends 
on the presence of copper. This is consistent with a proposed mechanism of Cu(II)-IDA-histidine 
binding, in which the IDA lipid chelates a Cu(II) ion, which then coordinates the protein his6-tag. 
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Materials and Methods 

Materials 

1-stearyl-2-(9-pyrenylnonyl )-rac-glycero-3-(8-( 3,6-dioxy) octyl-1-amino-N ,N ,diacetic acid) (PSIDA, 
Figure 3) and 1,2-dioleyl-rac-glycero-3-(8-(3,6-dioxy) octyl-1-amino-N,N,diacetic acid} (DOIDA, Figure 
3), the lipids used to target DHFR-his6, were synthesized as described previously [ 14]. L-alpha-1-stearoyl-
2-oleoyl-sn-glycero-3-phosphocholine (SOPC, Figure 3) was purchased from Avanti Polar Lipids (Alabas­
ter, AL) and used as received. Equimolar binary mixtures of lDA:SOPC were prepared by mixing 
appropriate volumes of chloroform-dissolved stock IDA and SOPC lipids. IDA lipids were premetallated 
by adding an aliquot of concentrated methanol-dissolved CuC12 to the chloroform-dissolved lipid 
solutions. 

• DHFR modified with a poly(histidine) fusion peptide was expressed and purified by K. Maloney 
using a QIAexpression system (Qiagen, lnc.) . The concentration of the protein was determined using 
a colorimetric assay (Bio-Rad) with BSA as a standard. 

• -[N-morpholino]propanesulfonic acid (MOPS) (99.5%), NaC1 (99%), chloroform and methanol 
(HPLC grade) were purchased from Sigma (St. Louis, MO). 

• All glassware was cleaned in a concentrated H2S04 I NoChromix™ (CMS) solution. Water used 
for buffer solutions had a resistivity of 18 megaohms cm-1 (Nanopure, Millipore, lnc.) . Lipid and 
protein solutions were stored at -20°C. 

Methods 

Monolayer experiments were carried out on a computer-controlled, teflon Langmuir film balance 
(LB-1000, KSV Instruments, Helsinki, Finland) of surface area 75 x 230 mm2 (Figure 4). Lipid mixtures 
were spread at the air-buffer interface, and a waiting period ensued to allow for chloroform evapora­
tion. Protein binding experiments were carried out with 20 mM MOPS, 250 mM NaCl, pH 7.8 buffered 
subphases at room temperature, and monolayers were compressed at a constant rate of 1.9 A2 mol­
ecule-1 min-1. When the desired surface pressure (1t) was reached, 1t was held constant and the mono­
layer was allowed to equilibrate for 20-30 minutes. Protein was injected into the subphase from behind 
the trough barrier and allowed to diffuse throughout the subphase. Following protein injections, 
changes in surface area at constant 1t were recorded as a function of time. 

• ln control experiments with non-metallated PSIDA, the monolayer was compressed to 31 mN m-1, 
allowed to equilibrate, then allowed to expand in 2 mN m-1 decrements. This was continued until a 
surface pressure of 17 mN m-1 was attained. This experiment was done to determine the system's 
"cutoff' pressure: the lowest surface pressure at which nonspecific protein penetration into the 
monolayer is excluded. 

• DO IDA monolayer experiments were performed using an argon atmosphere and a hydrophobized 
pyrex petri dish (35 mm diameter} instead of a teflon trough. After being spread, the monolayer 
was allowed to equilibrate for 35-40 minutes, then the desired amount of protein was injected into 
the subphase through the monolayer, and changes in surface pressure at constant surface area 
were recorded as a function of time. 

Results 

We set out to demonstrate that Cu (ll)-IDA lipid monolayers can target a model protein, DHFR­
his6. In particular, we wanted to show that targeting depends critically on the presence of Cu(ll) , and 

that protein binding can be associated with changes in 1t. Shown in figure 5 is a Cu(II)-free binding 

control experiment performed on PSIDA. At high surface pressures (1t > 25 mN m-1) no change in 
surface area is observed. This indicates that nonspecific protein insertion into the monolayer is ex­

cluded at these pressures. Only when 1t is less than the cutoff pressure of 25 mN m-1 can the protein 

insert into the monolayer and thus cause a change in surface area at constant 1t. 
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• A nonspecific-insertion-preventing surface pressure of25 mN m-1 was chosen for the experiment in 
which the PSIDA lipid monolayer was loaded with Cu (II) (Figure 6). Shortly after protein injection , a 
large increase in surface area is observed . This effect is absent without Cu(II) , and thus the interac­
tion between the IDA lipid and DHFR-his6 above 25 mN m-1 depends specifically on Cu(II) . 

• The Cu(II)-DOIDA experiments were performed in order to estimate the strength of the Cu(II)­
IDA-histidine interaction. In a series of experiments using different DHFR-his6 subphase concen­
trations, the 61t effected by the protein at constant surface area is seen to increase linearly with 
protein concentration, up to a concentration of 25 nM (Figure 7). At subphase concentrations 
greater than this, essentially the same 61t is observed, up to a DHFR-his6 concentration of 170 nM. 
Such saturation behavior is characteristic of specific binding. Additionally, the estimated dissocia­
tion constant (1\i) is comparable to that of cytochrome b5-his6 with Cu(II)-IDA monolayers, 
previously estimated by this group to be - 50 nM [14]. 

Discussion 

Cytochrome b5-his6 has previously been shown by this lab to induce an area change in Cu(II)-IDA 
lipid monolayers [14]. Tampe and co-workers have also targeted hexahistidine-tagged proteins to metal­
chelating synthetic lipid monolayers [19]. Such monolayer-protein systems combine the specificity and 
strength of a metal-coordination interaction with the generality of a hexahistidine fusion peptide that can 
be genetically incorporated into virtually any protein. These systems show promise for nanomaterial 
applications, in which the specific lipid-protein interaction would confer orientational control while the 
generality of the system might allow for diverse two-dimensional protein-based structures. 

• ln the PSIDA-DHFR-his6 system, we observed that changes in monolayer area (M / A) at constant 1t 
depend on the presence of Cu (II). This dependence is consistent with our proposed mechanism 
for Cu(II)-IDA-ligand binding. In this mechanism the IDA lipid chelates Cu (II), which in tum 
coordinates the his6 tail engineered on DHFR's N-terminus (Figure 2) . The M / A arises as the 
increasing amount of bound protein forces the lipid monolayer to expand at constant pressure 
[ 14]. The M / A observed without Cu(II) at surface pressures less than 25 mN m-1 (Figure 5) is 
believed to be due to a nonspecific protein-lipid interaction, most likely penetration of the lipid 
monolayer by the protein. Below a characteristic surface pressure, proteins commonly penetrate 
and induce area changes in lipid monolayers [20]. This pene tration is precluded at higher values 
of1t. A surface pressure of25 mN m-1 was thus chosen for the experiments in which Cu (II) was 
present (Figure 6), so that the effects of the specific interaction involving Cu(II) could be isolated 
from those of the nonspecific penetration. In the Cu(II)-free control experiment, 20 mM Ca(II) 
was included in the buffered subphase so as to retain monolayer charge neutrality while preventing 
metal-histidine coordination interactions. 

• The Cu(II)-DOIDA experiments performed in the hydrophobized petri dish show saturation 
behavior of the DHFR-his6 (Figure 7). This has been observed previously in the case of cytochrome 
b5-his6 [14]. In the case ofDHFR-his6, all protein subphase concentrations greater than or equal 
to 25 nM cause essentially the same change in surface pressure at constant area. This implies that 
all of the protein-accessible Cu(II)-IDA sites in the monolayer become occupied by DHFR-his6, 
preventing additional protein binding to the DOIDA via Cu(Il). At protein concentrations less 
than 25 nM, some Cu(II)-IDA monolayer binding sites are still unoccupied, and thus the maximal 
61t is not attained at these protein concentrations. From these data, we estimate the dissociation 
constant (1\i) of the Cu(II)-IDA-DHFR-his6 temary complex to be -25 nM. This is comparable to 
the 1\i value previously estimated for the Cu(II)-IDA-cytochrome b5-his6 temary complex (-50 
nM) [14). 

Conclusions 

ln this study we have shown that DHFR-his6 is targeted to Cu(II)-IDA lipid monolayers spread at 
the air-aqueous interface. A dissociation constant for this complex was estimated to be 25 nM. These 
results can be useful for determining conditions of DHFR-his6 two-dimensional crystallization. 
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Future Work 

Another control experiment, to show that the specific lipid-protein interaction depends on the 
presence of histidine residues, would be desirable. In this experiment wild-type DHFR, without the 
hexahistidine fusion peptide, would be injected into the subphase beneath a Cu(II)-loaded IDA 
monolayer. A lack of change in surface area at a surface pressure of25 mN m-1 would show that the 
lipid-protein interaction is histidine-dependent. 
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F~ 3. Lipid chemical stJuctures: a) 1-5tearyl,2-(9-
pyrenylnonyl)-rac-glycero-3-(8-3,f>. dioxyl)octyl-1-amino­
N,N,diacetic acid (PSIDA). b) 1,2-dioleyl-racglycero-3-
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Figure 4 

F~ 4. Film balance experimental setup 
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F".gure 5. Cu(II)-free control experiment 
with PSIDA. Subphase is 20 mM CaC12, 
20 mM MOPS, 250 mM NaCl, pH 7.8, 
room temperature. DHFR-his6 concen­
tration - 60 nM. Compression rate: 1.9 
A2 molecule-1 minute-1. Arrow indicates 
time of protein 

F".gure 6. Cu(II)-PSIDA experimenL. 
Same conditions as in Figure 5, except 
no CaC12 in subphase. Arrow indicates 
time of protein injection 

F".gure 7. Variable DHFR-his6 concentra­
tion DOIDA experiments. Subphase is 
same as in Figure 6. Initial surface 
pressure (before protein injection): -25 
mN m-1. DHFR- his6 concentration varied 

from -4 nM to 170 nM 

injection 
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Directed Evolution of a Thermostable Subtilisin 
Noah Malmstactt and Frances H. Arnold 

Subtilisin E is a produced by the bacteria Bacillus subtilis. Like other enzymes produced by organisms in temperate 
environments, it is a mesophilic enzyme- its activity is greatest at moderate temperatures (e.g. 20-60"C). The 
goal of this project is to use directed evolution techniques to increase the stability and activity of this enzyme at 
high temperatures. The subtilisin E gene is mutated randomly through error-prone PCR. The subsequently 
created mutant library is then screened for residual activity after incubation at an elevated temperature. Highly 
thermostable mutants are subjected to detailed thermal inactivation analysis and sequenced. The most thermo­
stable variant from each generation is subjected to error-prone PCR again in order to create the next generation 
of mutants. This process can be repeated for several generations, creating a much more thermostable variant. 
Research so far has produced a variant that is almost four times more stable than subtilisin E at 65 • C. 

Introduction 

Enzymes, extraordinarily specific and efficient biological catalysts, hold much promise for use in 
industry. However, since most natural enzymes are very unstable at even moderately high temperatures 
(> 60oC), they are useless for any application that might require such temperatures. Hence, the 
thermostabilization of natural enzymes has become a topic of great inte rest (5). Most attempts to 
develop thermostable enzymes have utilized rational design methods. Such methods attempt to iden­
tify, on the molecular level, the biochemical origin of thermal instability. Once understood, the mecha­
nisms of thermal degradation can be countered, theoretically, by making specific changes in the amino 
acid sequence of the enzyme. 

There are drawbacks to the rational design method. Since neither the mechanisms of protein 
folding nor those of enzyme action are fully understood, it is impossible at this point to make meaning­
ful changes in protein sequence based on theory alone. In addition, since it takes upwards of a year to 
produce even a x-ray crystallograph of a protein, the time frame required to identify a new enzyme, 
study its mechanism of thermal degradation, and develop a rational solution to this thermal degrada­
tion is impractically long. There is, however, an alternative to rational design -directed evolution (2). 

In a directed evolution experiment, the segment of DNA which codes for the enzyme in question 
(referred to as the "wild type" enzyme) is subjected to a process which randomly introduces into it 
mutations. This process produces a large library of genes that all differ slightly from the gene for the 
wild type. This library is ligated into plasmid vectors, which are inserted into bacteria. These bacteria 
express the genes, secreting the corresponding enzymes, which are all slightly different from the wild 
type. These enzymes are then screened in order to determine which are most fit for the desired 
environment or substrate. The most fit enzymes are then subjected to the process again. This cycle is 
repeated until an enzyme with significantly greater fitness than the original enzyme is evolved. By 
altering the screening method, enzymes can be involved for a vast variety of substrates or environments. 
For instance, to develop an enzyme that acts on a novel substrate, screening would be performed by 
monitoring the rates at which the various enzymes in the library convert that substrate. In order to 
screen for an enzyme to be used in an environment with a high concentration of organic solvent, the 
screening would be performed by monitoring the enzymes' activities in organic solvent. 

The goal of the research presented here is to increase the thermostability of subtilisin E, a pro­
tease produced by the bacterium Bacillus subtilis. Like all proteases, subtilisin E functions in its native 
environment to degrade unneeded or damaged proteins. Of course, outside of its native environment, 
subtilisin E can promote the reverse of this reaction- the ligation of amino acids into peptides. 
Subtilisin Eisa mesophilic enzyme, possessing a melting temperature TM=58.5oC (3) and an activity 
half-life of approximately 5.7 minutes at 65°C. Subtilisin E has been studied extensively, and projects to 
improve its thermostability have produced some stabilizing mutations ( 4) . In addition, subtilisin E 
thermostability is interesting to study because there exists a natural thermostable subtilisin, thermitase, 
produced by a thermophilic bacteria (8). A sequence comparison between laboratory-evolved subtilisin 
E and thermitase should reveal which sequence differences between the rmitase and the wild type 
contribute to increased thermostability and which are neutral to thermostability. This comparison 
could provide valuable insight into the natural process of evolution by revealing which mutations 
imparted selective advantage to the thermophilic species and which survived simply because there was 
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no selective pressure forcing them to be eliminated (neutral mutations). In addition, the mutations 
introduced in this project will be compared to those introduced in a separate project whose goal is a 
subtilisin E with increased peptide ligase activity. This comparison will reveal whether thermostability 
and ligase activity can be introduced simultaneously in the same enzyme. 

Experimental Procedures and Materials 

A mutant library was created by error-prone polymerase chain reaction (PCR, see reference 6) 
performed on the subtilisin E gene. The gene was then ligated into a plasmid shuttle vector {figure 1). 
This plamid was inserted into E. coli .. These bacteria were grown in order to amplify the plasmid. The 
plasmid was then purified from the E. coli and inserted into B. suhtilis. These bacteria were plated on 
Petri dishes and grown. Colonies growing on the plates were picked into the wells, filled with growth 
medium, of 96 well plates, which were incubated again. Once the bacteria on these plates had grown, 
they were centrifuged and small samples of supernate from each well were transferred to the corre­
sponding wells of two clean plates. A kinetic screening assay was performed on each of these plates, 
one after incubation at elevated temperature and one without incubation. The thermal stability of the 
enzyme in each well was estimated by comparing the activity before and after incubation. The most 
stable enzymes were identified, and their genes were purified from the bacteria that produced them. A 
more detailed thermal inactivation assay was performed on the selected enzymes, and the genes for 
these enzymes were sequenced. The most stable variant was reserved for further cycles of mutagenesis 
and screening. The materials and methods used for each step of this procedure are detailed below: 

Error-prone PCR! This method is detailed in reference 6. 

Bacterial growth: Petri dishes were coated with LB medium with 50flg/ mL kanamycin and solidified with 
agar. The dishes were incubated at 37•c for 24-36 hours. Ninety-six well plate wells were filled with SG 
medium with 50flg/ mL kanamycin. The plates were incubated at 37•c for 48 hours. 

Sa-eening assay: The assay solution was 0.2 mM succinyl alanine-alanine-proline-phenylalanine p-nitroanilide 
(s-AAPF-na), which is hydrolyzed by proteases to release p-nitroaniline, which absorbs at 410 nm. The 
solution also contained 0.1M tris-HCI buffer and 10 mM CaCl2. For the unincubated assay, the empty 
plate was heated to the incubated assay temperature. Ten flL enzyme containing supernate was then 
transferred to each well of this plate from the corresponding well of the centrifuged growth plate. One­
hundred flL assay solution was then added to each well of the assay plate. The activity was measured by 
monitoring the evolution of p-nitroaniline, using the kinetic assay function of the SoftMax Pro plate 
reading software on a Molecular Dynamics Thermomax plate reader. For the incubated assay, 10 JlL 
supernate was transferred from the each well of the growth plate to the corresponding well of an empty 
plate at room temperature. This plate was then incubated for 30 minutes, 100. flL assay solution added, 
and the activity measured; temperature of incubation varied with generation number. For the first gen­
eration, incubation was at 60•c. For the second generation, incubation was at 65°C. 

Thermal inactivation assay: Bacteria selected from the growth plate were picked into tubes containing 2.5 
mL SG medium with kanamycin. These tubes were incubated for 24 hours at 37•c, with constant agita­
tion. Mter incubation, the solution, containing enzyme, was centrifuged. A cuvette containing 980 mL 
assay solution and 20 mL enzyme solution was then placed in a spectrophotometer, and the absorption at 
410 nm was measured. A small tube containing the enzyme solution was then incubated at 65•c. Further 
spectrophotometric measurements were taken, using the enzyme in this tube, every five minutes for 45 
minutes. These measurements were fitted to an exponential curve in order to determine the rate of 
thermal inactivation. Activity half-life {AHL) was determined from this rate based on the formula: 

Results and Discussion 

Two generations of mutagenesis have been completed. The results from the first generation have 
been thoroughly analyzed; analysis is ongoing with the second generation. The first generation 
produced three promising variants. These variants have been designated 2A12, 4E11, and 1E8. Their 
respective activity half-lives are 15.7 minutes, 20.0 minutes, and 15.0 minutes (cf 5.7 minutes for the 
wild type enzyme). A typical example of the data obtained for the kinetics of thermal inactivation 
(used to calculate these half-lives) is shown in figure 2. 
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These three genes were sequenced to de termine what mutations had been introduced. Locations 
of mutations from the amino acid sequence of the wild type for each of the three first generation 
variants are shown in figure 3. The mutations discovered in 2Al2 and lE8 have not been observed 
previously. Of the two mutations in 4Ell, the second (Glu255 -> His) is thought to be neutral to 
thermostability. This is because the first mutation (Asn218 -> Ser) has been observed previously (3), 
and has been shown to decrease the thermal inactivation rate of the enzyme, leading to an activity half­
life about equal to that of 4£11. 

Because of early difficulty in accurately measuring thermal inactivation rates, 2Al2 was chosen as 
the parent of the second generation. Though analysis of the mutants produced in the second genera­
tion is not yet completed, it is still possible to glean some information from that generation. As the 
mutants in both generations were screened, the fractional residual activity of each one was recorded. 
(The fractional residual activity is the activity after incubation divided by the activity before incuba­
tion.) These activities were plotted in descending order to generate a thermostability fitness profile 
(figures 4 and 5) . Such a profile is a useful tool for determining the potential an enzyme has to be 
evolved for a trait (9). The profile forms a curve, with the residual activity of the parent enzyme located 
at some point along that curve. Each other point along the curve represents the residual activity of 
some enzyme that can be formed by subjecting the parent to random mutagenesis. Hence, the curve 
represents a sample of the possible enzymes that can be evolved from the wild type. It follows that the 
more of the curve that is at a higher residual activity than the parent, the more mutations there are 
that will improve the thermostability of the parent. Therefore, the potentials for evolution of various 
enzymes can be compared simply by comparing those enzymes' fitness profiles. As a directed evolution 
experiment progresses, each generation will have a different fitness profile. In theory, with each new 
generation, more possible mutations will be exhausted, and the portion of the curve that is above the 
wild type will eventually become smaller. As this portion of the curve becomes smaller, it will become 
more difficult to evolve the enzyme further. Hence, the fitness proftle can be a tool to determine at 
what point in a directed evolution experiment it is no longer worthwhile to progress with further 
generations. The curves in figures 4 and 5 have similarly sized portions above the parent enzyme. This 
indicates that the experiment has great potential to proceed with generations after the second genera­
tion. 

Conclusions 

Two novel mutations which increase the thermostability of subtilisin E have been discovered. 
Thermal inactivation assays indicate that the most stable variant evolved has an activity half-life nearly 
four times that of the wild type. Thermostability fitness profiles indicate that evolution should be 
continued beyond the second generation. 

As well as continuing the evolution process, future research will seek to determine the melting 
temperatures (T M) of the new variants. In addition, thermal inactivation assays and sequencing will be 
carried out on the best variants of the second, third, etc. generations. Eventually, attempts will be made 
to explain the molecular origin of thermostabilization due to the mutations discovered. 
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Ftgme 1. This diagram of the plasmid vector used in this project shows the origins of replication for both E. 
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Ftgme 2: Thermal inactivation of wild type and of the 2Al2 mutant 
The activities of the enzymes were measured every five minutes during a 60 minute incubation at 65°C. Each point was 

normalized to the initial acti\~ty, giving fraction residual activity. The data were fitted to an exponential curve in order to obtain 

a rate of inactivation (y=A*e"(-rate*x)). The quality of the fits is indicated by the correlation coefficients (R2). 
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M utant Name Base substitution Amino acid substitution 

eAA-- eAG (A->G) 10, synonymous 

AeA _. AeT (A->T) 20, synonymous 
2 A12 

AAe ----. GAe (A->G) Asn181 ~ Asp 

TTA ___. eTA (T->e) 233, synonymous 

GAT---. GAe (T->e) 97, synonymous 

ATT---. ATA (T->A) 115, synonymous 

4 Ell err---. eTe (T->C) 126, synonymous 

AAe_. AGe (A->G) Asn218-- Ser 

GG~ GGT (A->T) 229, synonymous 

eAA:---. eTA (A->T) Glu275 --His 

1E8 err---. TIT (e->T) Leu235 -- Phe 

Ftgtae 3: Mutations in the first generation 
Shown are the mutations in the gene and the amino acid sequence of subtilisin E for the 2Al2, 4Ell , and 1E8 varienLS in 

the first generation. Synonymous mutations are those for which a change in the DNA sequence did not result in a change in the 

amino acid sequence. 
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Figure 4: Thermost ility fitness profile of the first generation 
The fractional residual activity of each mutant in the first generation is pl tted. The 
mutants are arranged order of descending fractional residual activity . hese data 
were taken during a p liminary screening of the first generation. The po itions of 
both the lEB and 2Al mutants are indicated. 4Ell was detected in a sec nd 
screening of this gener tion. 
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Figure 5: Thermostability fitness profile of second generation 
The fractional residual activity of each mutant in the second generation is plotted. 
The mutants are arranged in order of descending fractional residual activity. Clearly, 
Most mutations are deleterious, resulting in complete in activation of the enzyme. 
However, since a large portion of the curve lays above the activity of the parent 
enzyme (2A12), there are many beneficial mutations as welL This indicates that their 
is significant potential for further evolution of the enzyme. 
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Batch Processes in Combinatorial Auctions: An Experimental Project 
Pinar Karaca, Swarthmore College, and David P. Porter 

This research tackles the mitigation of the "threshold problem" in "combinatorial simultaneous multiple unit 
auctions." There exists no theory that would be guiding in approaching the problem. Therefore this project uses 
experimental methods as a design instrument. "Batch User Selection Mechanism (BUSM)" is designed for the 
purpose of conducting experiments in order to identify the optimal information structure and the stopping rule 
in alleviating the "threshold problem." The uniqueness of the BUSM comes from its integration of both packag­
ing and the batch process into a simultaneous multiple unit auction. BUSM is tested with two different kinds of 
voluntary information structures called "Queues" and with two different stopping rules. The results of the 
experiments reveal that the Queues improve the coordination and help lessen the "threshold problem." 

Introduction 

Auctions have become an essential component of complex resource allocation in economics. An 
example of an environment where one needs an advanced auction mechanism is the Federal Commu­
nications Commission's(FCC) Spectrum Auction. There are some im_portant features of the auctioning 
of the Personal Communication Services (PCS) Licenses : 1 

a) The FCC auction involves the auctioning of non-identical spectrum blocks. 
b) Synergies from owning specific combinations of licenses exist. 
c) The bidder preferences are partially overlapping. 
d) FCC's goal is to assign more than 2500 heterogeneous PCS licenses to those bidders who 

value them the most, and hence can be expected to provide new services to the public 
quickly. 

Although participants in FCC auctions have values for the packages of licenses, the FCC has not 
yet used an auction in which bidders are allowed to submit bids on both individual items and on 
combinations of items. The conjecture is that allowing packaging in FCC spectrum auctions would be 
more efficient: 

a) in handling the issue of synergies that exist from owning specific combinations of licenses 
and, 

b) in determining the optimal (the highest value) outcome of the given overlapping prefer­
ences. 

An auction mechanism which fits closest to such FCC constraints has been designed by Banks, 
Ledyard and Porter of the California Institute of Technology. Their "Adaptive User Selection 
Mechanism(AUSM)" is a computerized ascending bid auction which allows participants to submit bids 
for single items as well as the combinations of items. In AUSM, all items and packages are auctioned 
continuously and simultaneously. As Bykowsky, Cull and Ledyard point out, any AUSM-like mechanism 
can create a " threshold" problem. As they state the problem: "Specifically, bidders who wish to obtain 
single or small subsets of the licenses may have difficulty coordinating their bids with other bidders to 
displace bidders who have successfully bid for a large subset."2 Experimental evidence suggests that 
communication improves coordination, and such coordination can overcome the threshold problem.3 

Therefore, the stanby queue, which is a voluntary information mechanism, is designed for AUSM 

AUSM needs to be modified so that it fits the batch processes. In bidding environments, such as 
that of FCC, which involve many items, constraints and many participants, any continuous mechanism 
would result in difficulties. Continuous and quick action may at times hamper coordination between 
the buyers especially when buyers make group decisions. Therefore, for auctions such as the FCC 
Spectrum Auction, a batch process appears to be essential. The batch process indicates that the auction 
proceeds round by round. The challenge of the design ofBUSM has been to integrate packaging into 
the batch process auctions under FCC constraints. BUSM is similar to the AUSM in that it allows bids 
for single items as well as packages. It is a computerized combinatorial auction and the bidders are 
linked together through a computer network.4 
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M:rterlats and Methods: 

A)BUSM MECHANISM DESIGN: 

1) One-Sided Market: BUSM operates on one-sided markets which have only buyers. The FCC 
example was the main inspiration for this choice. 

2) Both Single Items and Packaging Allowed: 

Consider example 1: Suppose there are 3 bidders and 3 items for sale. Further suppose that the 
bidders have values for packages of items as well as single items. For example, bidder 1 has a value of 95 
francs for items A, Band C. Because packaging is allowed, bidder 1 can submit a single bid for items A, 
Band C. 

Example 1 Package Values of Bidders (in franc amounts) 
BIDDER 1 BIDDER 2 BIDDER 3 
ABC=95 AB=70 BC=30 
AC =60 

1st Best 
2nd Best 

B=lO C=30 

Outcome: AB(bidder 2) + C(bidder 3) = 100 
Outcome: ABC(bidder 1) = 95 

Efficiency: 
Efficiency 

100% 
95% 

This means that the most optimal outcome is for bidder 2 to get items A and B, and bidder 3 to get 
item C. 

3) Batch Process: Market is composed of rounds: 

The process starts with the first round. Bidders submit bids for their packages or single items. 
There is no limit to the number of bids one can submit. The market is completely private. Each 
bidder has information on only his own bids. At the end of the round, the solver runs through the 
submitted bids and picks those bids which, in total, maximize the revenue generated. Results are then 
announced publicly, and the winner names, the packages they win, and the winning bids are posted. 
The second round starts. The same procedure follows. At the end of the second round, depending on 
the stopping rule, the auction either continues or ends. 

Below is a scenario which displays the coordination problem in such a combinatorial auction: 

Suppose in round 1, bidders bid as below: 

Bidder 1: bids 40 francs for the package ABC 
Bidder 2: bids 10 francs for the item B 
Bidder 3: bids 10 francs for the item C 

The round ends, and results are posted: The winner of the Round is Bidder 1. He wins items A, B 
and C with a bid of 40 francs. Although bidder 2 has value for the package A and B, and that bidder 3 
has value for C, they did not have any means of coordination. This is an example of the "threshold 
problem". 

Suppose we start round 2, and the bids submitted are as below: 

Bidder 1: 
Bidder 2: 
Bidder 3: 

bids 40 francs for the package ABC 
bids 40 francs for the package AB 
bids 10 francs for the item C 

The round ends, and results are posted. The winners of the Round are: Bidder 2 and 3. Bidder 2 
wins items A and B. Bidder 3 wins item C. For this case, they were able to coordinate by luck, and they 
outbid bidder 1. Suppose the stopping rule allows us to continue another round , and that the bids 
submitted in round 3 are as below: 
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Bidder 1: bids 70 francs for the package ABC 
Bidder 2: bids 55 francs for the package AB 
Bidder 3: bids 10 francs for the item C 

Round ends, results are posted. The winner of the Round is Bidder 1. He wins items A, B and C. 
Because bidders 2 and 3 have no means of communication, they couldn't guess and coordinate against 
bidder 1. If the stopping rule ends the auction at this point, Bidder 1 leaves the auction as the winner 
although this outcome was not the most efficient one. This is a clear illustration of the "threshold" 
problem in the BUSM. 

Therefore, a secondary-mechanism needs to be designed in order to allow the bidders to 
coordinate and reveal public information if they chose to do so. Two main information structures called 
the "Queues" were designed for this purpose. 

4) The Queues: 

a) Continuous Queue: The market (which is completely private) remains functioning on the 
round by round basis, but within each round, there exists a public bulletin board to which bidders can 
publicly submit bids. At the end of the round, the solver goes through both the market and the queue 
to fmd the winning result. The solver makes no difference between the private market and the queue. 
The queue is continuously available. 

b) Interim Queue: This queue can be considered a round by round queue. The market also 
operates round by round. In the frrst half of the round, bidders can submit bids privately both to the 
Queue and the market. In the middle of the round, the auctioneer announces that the Queue is 
visible. From that point afterwards, nobody can submit new bids to the queue. Participants can have the 
Queue opened on their screen, and see what bids were submitted (during the first half of the round) 
including the bidders who submitted them, and the packages for which they were submitted. At the 
end of the round, the solver finds the results without discriminating between the bids submitted to the 
market and to the queue. 

5) How to stop the market? 

The experiments tested two different kinds of stopping rules:5 

a) % Change Stopping Rule~ 

The market lasts for at least 2 rounds. After the second round, the market closes if the aggregate 
value of the standing bids (the surplus) does not increase by 5% over the previous round. Otherwise, 
the market closes in round 6 . The items are awarded based on the outcome of the fmal round. 

b) FCC Stopping Rule: 

This stopping rule is designed after the stopping rule that the FCC uses. Activity rules are imposed 
in order to speed up the activity. In simple terms, the auction continues until there are no new bids on 
any single items or packages. 

B)BUSM ENVIRONMENT DESIGN: 

The BUSM was tested on three different environments which were all composed of 6 bidders 
and 6 items {A, B, C, D, E, F) : 
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Environment 1: Value Sheets of Bidders 
Bidder id: 1 -- _ 2_ _3 _ _4 _ 

A=34 B = 40 ABC=120 D=30 
AC=ll6 BE=llO CE=80 BD=40 
BD=50 DF= 94 DF=104 ABF=56 
BE= 90 AD= 78 ACF=120 ABCDEF=314 

100 % efficiency level 
AC(l) + BE(2) + DF(3) = 330 

95% efficiency level 
ABCDEF(4) = 314 

_ 5 _ _ 6_ 
F=30 D =44 

BC=90 AF=50 
CE=100 BDE= 154 

ACF=146 BDEF=198 

This is an environment in which the threshold problem is the most likely to occur. The optimal 
outcome (100% efficiency level outcome) is shared between 3 bidders. Specifically, for this outcome, 
bidder 1 should win items A and C, bidder 2 should win items Band E, and bidder 3 should win items 
D and F. The ou tcome which has only 1 person, in the sense that 1 bidder has a high value for all the 
items A, B,C D, E and F is at 95% efficiency level, which is very close to the first best outcome. There 
exists a big challenge for the bidders of the 100% efficiency level outcome to coordinate in order to 
outbid the single buyer of95% efficiency level outcome. Let us from now on, call this single buyer, the 
"big guy ", and the smaller package bidders of the 100% efficiency level outcome , the "smaller guys." 

Environment 2: Value Sheets of Bidders 
Bidder id: 1 -- _ 2_ _3 _ _4 _ _ 5 _ _ 6_ 

~ 20 B=25 ABC= 90 ABCDEF=248 F= 30 D= 31 
AC= 70 BE= 100 DF= 160 BE=75 BC= 70 DF= 95 
BD= 70 AD= 51 ACF= 95 CE=90 CE= 109 BDE= 131 

ABF= 60 AF=2 D= 25 BD=65 ACF= 100 BDEF= 178 

100 % efficiency level 75% efficiency level 
AC(l) + BE(2) + DF(3) = 330 ABCDEF(4) = 248 

This is a more relaxed environment for the "smaller guys". The big guy sits at an efficiency level 
of 75%, where as the optimal outcome of 3 "smaller guys" sits at 100% efficiency level. The gap 
between the "big guy" and the optimal outcome is larger. Therefore, it is expected that there will be 
less pressure on the "smaller guys" in terms of coordination. 

Environment 3: Value Sheets of Bidders 
Bidder id: 1 -- _2 _ 

A=49 B =49 
AC=95 BE=llO 
BD=60 DF=90 
BE=7 AD=70 

100 % efficiency level 
AC(l) + BE (2) + DF(3) = 330 

_ 3_ _ 4_ 

ABC=90 D=l5 
CE=80 BD=50 

DF=l25 ABF=88 
ACF=80 ABCDEF=248 

75% efficiency level 
ABCDEF(4) = 248 

_5 _ _ 6 _ 

F=5 D=21 
BC=70 AF=49 
CE=91 BDE=l 31 

ACF=lOO BDEF=l53 

This is even a more relaxed environment than Environment 2. The big guy still sits at 75% 
efficiency level, but this time there are more possible outcomes between the 75% and the 100% 
efficiency levels as compared to Environment 2. 

Besides the "big guy" versus "smaller guys" aspect of the environment design, it is important to 
mention that a non-unique set of competitive equilibrium prices exists for each environment Com­
petitive equilibrium is the set of single item prices such that if one posts them, the first best outcome 
occurs. A set of critical equilibrium prices which minimize the revenue that the auction generates 
for the 3 environments are: 
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Environment 1: A=43 + B=37 + C=68 + D=59 + E=68 + F=40 
Environment 2: A=16 + B=25 + C=52 + D=50 + E=58 + F=48 
Environment 3: A=16 + B=25 + C=52 + D=50 + E=58 + F=48 

C) EXPERIMENTAL PROCEDURES: 

315 francs 
249 francs 
249 francs 

Each experiment consisted of six bidders who were either Cal tech undergraduates or, SURF 
students at Caltech. All the participants were placed in the same room on different computers. One 
auctioneer was in charge of actively communicating with the participants, while the other auctioneer 
\vas in charge of operating the software. Before each experiment, the instructions were read out loud 
while demonstrating some examples. Participants were allowed and encouraged to ask as many 
questions as they wished at that period. The instructions were followed by a practice period. Each 
participant was given a folder with the instructions, their redemption value sheet, accounting sheet, 
eligibility sheet (for those experiments with the FCC stopping rule) , scratch paper, a pencil and a 
calculator.6 

During the experiment: During the experiment, participants were allowed to delete any bid 
from the market before the end of the round. However, they were not allowed to delete any bids from 
the Queues. One round on average took a minute and a half. Bidders were notified just before the 
closing of the round. If there was a bidder in the process of submitting her / his bid, she/ he was 
generally allowed to complete his submission. 

Experimental Results and Discussion Using the %Change Stopping Rule: 
A) Efficiency Tests 

1) The distribution of the results among different efficiency levels: 

As mentioned earlier, Environment 1 is the hardest environment on smaller guys, while environ­
ments 2 and 3 are more relaxed. As expected, threshold problem occurs the most in Environment 1. 
Among 20 observations in Environment 1, 14 fall in the "big guy" outcome and only 4 observations 
fall into the 100% efficiency outcome ("smaller guys" being successful) . However, the threshold 
problem is observed (the big guy becomes the winner) mostly in those experiments in which no 
information structure was used. 50% of the auctions in Environment 1 which resulted in the "big 
guy" outcome were conducted using no Queue. 36% were conducted with the Continuous Queue, 
and only 14% were conducted with the Interim Queue. It is also important to note that the 100% 
efficiency outcome never occurred in those experiments with no Queue. 75% of the auctions which 
resulted in the 100% efficiency outcome were conducted with the Interim Queue, and 25% with the 
Continuous Queue. 

These results show that the information structure plays an important role in such an environ­
ment in which there exists a strong competition between the "smaller guys" and the "big guy" due to 
the small gap between the efficiency levels of the two outcomes. The Interim Queue performs better 
than Continous Queue in dealing with the threshold problem. The results in Environment 2 and 3 
indicate that there is no significant difference between the different information structures. This 
observation reveals that in environments which are more biased towards the smaller guys, the infor­
mation structure used does not matter since there is less possibility for the threshold problem to 
occur. 

2) The mean efficiency 

Another way of comparing the different information structures is to look at the average effi­
ciency each achieved while also taking into consideration the sample standard deviation within each 
group. As Table 1 shows, in terms of the mean efficiency, the Interim Queue followed by the Con­
tinuous Queue performs the best in Environment 1. Environment 2 results indicate that the auctions 
without the Queue have performed the best, and that the mean efficiencies of the two different 
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Queues are very close to each other. Environment 3 was tested with a fewer auctions, but the small 
number of observations obtained for Environment 3 identify the Interim Queue as having generated 
the most efficient outcome. 

Table 1: Mean Efficiency(%) (using% Change Stopping Rule) 
No Queue Interim Queue Continuous Queue 

ENVIROI\TMENT 1: 92.25 97.5 95.83 
ENVIRONMENT 2: 94.57 92.38 92.5 
ENVIRONMENT 3: 97.3 100 80 

B) Tackling the Threshold Problem: 

In looking at the data for which the "big guy" managed to be the winner, one can identify two 
main components of the threshold problem: 

a) Strategic Component: Bias created by the Stopping Rule 

The % Change Stopping Rule closes the auction if the surplus does not go up by 5% or more 
compared to the previous round. The winners of the auction are determined based on the final 
round's results. Therefore, one often encounters a scenario in which the "big guy" holds back infor­
mation by not bidding for all six items in the earlier rounds. He then bids for all six items by increas­
ing the previous round's total bids by less than 5%. Therefore the auction stops, and the winner 
becomes the "big guy". In the experimental data, those auctions in which the big guy appears in the 
last round by outbidding a higher efficiency outcome than his own are identified as outcomes due to 
the strategic component of the "threshold problem". 

b) Coordination Component: 

A coordination problem occurs, because it is difficult for two or more bidders to coordinate 
against the "big guy." The "big guy" submits bids in earlier rounds, but the "smaller guys" cannot 
coordinate together to outbid the "big guy". From the data, those auctions in which the "big guy" 
appears earlier but the "smaller guys" cannot outbid him are identified as outcomes due to the 
coordination problem. 

Figure 1: The Queues and the two identified Components of the "threshold problem" in Environment 1 

coordin str ateg 

Q No Q.Jeue 
rt'J Interim Q 

s Continuous Q 

As Figure 1 shows, in Environment 1, the coord ination problem was observed the most in those 
auctions conducted with no Queue. Interestingly, no coordination problem was observed in those 
auctions conducted with the Interim Queue. Some coordination problem was observed with the 
Continuous Queue. Environment 1 shows that the strategic problem occurs the most for the auctions 
with the Queues, especially in those with the Continuous Queue. This is because the "big guy" has an 
opportunity to gain information about the value sheets of the "smaller guys" from their interaction 
through the Queue. Therefore the "big guy" has more advantage in strategizing his decisions com­
pared to the "smaller guys". Environment 2 and 3 has no indication about the occurrence of coordi­
nation problem. It was expected, from the beginning that these environments would be easier for the 
smaller guys and that no aggressive competition between the "smaller guys" and the "big guy" was 
likely to occur. In conclusion, the queues, especially the Interim Queue, help solve the coordination 
based component of the threshold problem. However, the strategic component of the threshold 
problem still remains a problem regardless of the information structure we use. At this point, had 
there been a way to eliminate the strategic problem, the mechanism would have done a great job in 
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eliminating the threshold problem. 

Experimental Results Using the FCC Stopping Rule: 

As mentioned earlier, the FCC Stopping Rule was designed so that the auction would continue 
until there were no new bids on any of the items. The activity rules ensured that the buyers kept 
active during the auction. Therefore, the conjecture is that the strategic problem which occurs due to 
the bias in the % Change Stopping Rule would disappear in the auctions conducted with the FCC 
Stopping rule. A set of experiments were thus conducted using the FCC stopping rule and the Interim 
Queue. Among all the 14 auctions, only two "big guy" outcomes at 95% efficiency level occurred. They 
were both mistakes on the subjects' account during the experiment. In environment 1, 97.5% average 
efficiency is observed due to this mistake. No strategic problem, and no coordination problem were 
observed. In Environments 2 and 3, the mean efficiencies were 100%. 

Summary and Conclusions: 

Environment 1, being the most challenging environment provided some interesting data. In 
terms of efficiency performance, the Interim Queue performed best in Environment 1. In environ­
ments 2 and 3, the information structure did not matter. It is observed that the %Change stopping 
rule created a bias, and the FCC Stopping rule did a better job in eliminating the threshold problem. 
In conclusion, this research suggests the use of the Interim Queue with the FCC Stopping Rule as the 
best batch process\'iimultaneous multiple unit auction with packaging. The efficiency performance 
has a great deal of significant evidence for this suggestion. 
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A Search for High Redshift Quasars 
Vandana Desai and s. George Djorgovski 

We are conducting a systematic search for bright quasars with redshift greater than 4, which correspond to those 
quasars formed when the universe was 5-10% of its current age. Due to lyman alpha absorption in the green part 
of these quasars' spectra, and lyman alpha emission in the red region, quasars appear much brighter in red than 
green. Also, they appear starlike at optical wavelengths. These characteristics of the quasar spectrum make the 
data from the Second Palomar Sky Survey, which exist in green, red, and infrared bands, especially useful for 
searching for high redshift quasars. With the help of sophisticated classification and cataloging software called 
SKI CAT, objects observed in the survey which match the spectral characterictics of quasars have been selected. 
Spectra of the final candidates were taken at the Palomar 200" telescope. Thirteen new fields, amounting to 

about 468 square degrees of the Northern Sky, have been covered. Seven new quasars with redshift greater than 4 
have been discovered. 

Introduction 

Quasars (Quasi-Stellar Objects) serve as useful probes into the history of the universe. As the most 
luminous objects known to astronomers, they can be detected at further distances than any other 
astronomical object. Their high luminosity allows reliable spectra to be taken, which can then be 
interpreted to reveal the properties of the intervening intergalactic medium, showing how it has 
evolved through time. In cosmological terms, observing a high redshift quasar is like looking back into 
the past. Quasars as probes of earlier epochs in the universe can be powerful tools in the study of the 
formation of galaxies and other large scale structure in the universe. In order to take advantage of 
these tools, a determination of the Quasar Luminosity Function (QLF) must be made. The QLF has 
been found to increase with redshift (Schmidt 1968, Boyle et al. 1993) . This trend has been confirmed 
observationally up to a redshift of2.2. It is reasonable to assume, however, that the QLF reaches a 
maximum value at some higher redshift, decreasing for redshifts greater than that. This peak in the 
QLF would represent the epoch in which quasars were formed, and may provide a link to the epoch of 
the formation of other large scale structure in the universe. In order to take full advantage of these 
properties of quasars, a systematic survey of quasars at high redshift is necessary. 

Data 

An ongoing search for high redshift quasars is being conducted at Cal tech using data from the 
Second Palomar Observatory Sky Survey (POSSII). The Survey consists of photographic plates exposed 
at the Palomar 48 inch Oschin Schmidt telescope. It is being carried out in three colors: blue-green U) , 
red (F), and infrared (N). Each plate covers 6.6 degrees by 6.6 degrees of the Northern Sky. A digitized 
version of this survey (DPOSS) is being created at the Space Telescope Science Institute (STScl) in 
collaboration with Cal tech. In order to make efficient use of this digitized survey, the Cal tech As­
tronomy Department and the JPL Artiflcial Intelligence Group have created the Sky Image Cataloging 
and Analysis Tool (SKICAT). SKICAT classilies the objects found in the survey and catalogs them for 
easy manipulation. Once catalogs in J , F, and N are made for a given field they are matched together by 
right ascension and declination. The result is a matched catalog that can be searched for candidate 
quasars. 

Approach 

Once a matched catalog h as been created, candidate quasars must be selected out of the tens of 
millions of objects in the catalog. Since quasars appear starlike in the optical regime, and are brightest 
in the F band at the redshifts of interest, all objects that have been classified as stars in F are selected. 
Since plate magnitudes are only reliable between 16.5m and 19.6m, only objects within this magnitude 
range can be considered for quasar candidacy. The objects that meet these criteria are then divided 
into four groups: those that are observed inj, F, and N; those that are observed inJ and F only; those 
that are observed inN and F only; and those that are observed only in F. The instrumental], F, and N 
magnitudes are then calibrated to Gunn-Thuann gri (see "Calibration"). 
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The plate is then divided into 16 blocks, to facilitate flat-fielding. Both (g-r) and (r-i) core magni­
tude colors are computed for objects observed in all three bands in each 16th of the plate. Sixteen 
color-color plots ( (r-i) vs. (g-r) ) are then produced. The resultant stellar loci are aligned to a standard 
location determined by the stellar locus of one of the central sixteenths. This serves to flat-field the 
plate. The flat-fielded core magnitudes are then divided into half magnitude bins, and color-color 
diagrams are again made. The stellar locus for each half-magnitude bin is aligned to a standard loca­
tion for total magnitude colors, determined by four well-calibrated fields. Quasars with redshifts 
between 4.0 and 4.8 have a larger (g-r) color that do stars, meaning that these quasars lie outside of the 
stellar locus on color-color diagrams. Objects whose large (g-r) colors pull them sufficiently far from the 
stellar locus are added to the candidate list. The cut-off colors have been determined empirically for 
each half-magnitude bin. 

For objects detected only in the J and F bands, color magnitude diagrams are used to filter out 
objects with a (g-r) color less than a limit determined by the magnitude of the object. A magnitude 
greater than 18m is required for consideration for quasar candidacy. Final image examination is carried 
out before candidate confirmation. 

For objects detected only in the F and N bands, image examination is carried out. The images are 
examined to verify that there was no detection in J. Generally, image examination will reveal that most 
objects are visible inJ, and these objects are determined to have been mismatched. These objects are 
not considered as quasar candidates. Those objects that truly have no J detection are added to the 
candidate list. 

Finally, objects detected only in the F band are considered. Image examination in all three bands 
reveals the majority of these objects as dust particles or a plate defect. Objects that have been mis­
matched and display N detection but no J detection are added to the candidate list. 

Once a list of possible quasar candidates has been made, finding charts are made for each object 
on the list. These charts serve as a map for taking spectra of the objects. Spectra are taken at the 
Palomar 200 inch telescope using the Double Spectrograph. Exposure times for each candidate vary 
between 300 seconds to 600 seconds, depending on the magnitude of the object. Redshifts are com­
puted from the wavelengths at which known Lyman alpha lines are detected. 

Calibration 

Galaxy count calibration was used for calibrating the instrumental colors to the standard Gunn­
Thuan gri colors when the more proper CCD calibration was unavailable. While quasars have been 
found using this calibration, its validity and therefore the completeness of the survey for the fields for 
which this method was used is doubtful. Galaxy counts cannot be accurately applied to star counts for 
calibration. CCD calibration is necessary. Also, the method by which core magnitudes have been shifted 
to the standard location of total magnitudes is less accurate than it could be ideally. A possible alterna­
tive method involves the fitting of the plot of total magnitude versus core magnitude, and applying the 
appropriate transformation between them. Initial results using this new method have matched ex­
tremely well with CCD data. In addition, we are considering the improvement of vignetting over 
manual flat-fielding, as discussed above. It is possible that, in order to ensure completeness in this 
survey, past fields will have to be re-processed in this new manner. 

Results 

Candidate selection was carried out for thirteen new fields. Seven new quasars were discovered, all 
with redshift greater than 4. 
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QSO z r RA Dec 

PSS 0003+2730 4.26 19.0 00 03 23.1 +27 30 22 

PSS 0106+2601 4.32 19.4 01 06 00.8 +26 01 02 

PSS 0134+3307 4.52 18.8 01 34 21.6 +33 07 56 

PSS 0137+2837 4.30 19.0 01 37 12.3 +28 37 34 

PSS 0747+4434 4.42 18.0 07 47 49.0 +44 34 16 

PSS1721+3256 4.03 19.2 172106.8 +325635 

PSS 2122-0014 4.18 19.1 21 22 07.5 -00 14 45 

Follow-up observation at Keck has revealed a 25m companion galaxy to PSS 1721 +3256. This 
galaxy shows no sign of having an Active Galactic Nucleus, but rather seems to be powered by star 
formation. It lies at approximately 13 arcseconds from the quasar, corresponding to a distance of about 
85 kpc. This is the fourth galaxy found by astronomers to have redshift greater than 4. Two of these are 
powerful radio galaxies, and the third is also a quasar companion. It therefore seems likely that follow­
up observations of objects near high redshift quasars could yield discoveries important to the study of 
the formation of early galaxies. 
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3D Painting 
Louis K . Thomas and Peter Schroder 

Texture maps are very useful in 3D modeling because they allow the artist to add fine d etail without the expense 
of added geom etry. Painting a texture map with a 2D paint program can be difficult because of the distortions 
that occur when wrapping the texture around the 3D object. 3D paint programs allow the artist to paint directly on 
the object while the program manages the distortions transparently. Most 3D p ainting algorithms currently in use 
only sample the geometry of the obj ect at a single p oint under the artist's brush. In this paper, we p resent a 3D 
paint p rogram that uses a new algorithm that examines the geometry of the object being painted m ore thoroughly. 
Unlike p oint sampling algorithms, this algorithm behaves correctly on silhouette edges and is much less affected 
by distortions in the texture map. The program b ehaves m ore realistically than currently available 3D paint 
programs, and is suitable for use in im.mersive 3D environments. 

Introduction 

In 3D graphics, an easy way to add detail to a shape is to give it a texture-map. A texture map is an 
image that is used to modulate the surface color of a 3D object in order to add detail that would 
otherwise require exorbitant amounts of geometry. Applying a texture map is just like putting up 
wallpaper to make the walls of a room more interesting. Texture images are almost always two dimen­
sional and stored as planes, since this corresponds to the flat drawing surfaces everyone is used to, like 
the page of a book or an artist's canvas. 

A problem arises when the object to be textured is not perfectly flat. A flat image cannot be 
directly applied to a curved surface. The flat image must be distorted to fit it onto the surface. Mapping 
the image to the surface is generally not a problem. The difficulty lies in drawing a distorted picture on 
the flat image that produces the desired result when the image is mapped onto the shape. 

The straightforward solution to the distortion problem is to show the 3D surface and allow the 
artist to paint directly on it. The creation of the distorted image should be handled automatically by the 
computer. This way, the artist will see and modify the image as it will actually appear. 

The next problem that must be tackled is establishing how the artist interacts with the 3D surface. 
There are established tools and methods for painting objects in real life. How can these be simulated 
within a computer generated environment? Most artists are limited to the traditional computer inter­
face consisting of a flat screen and a mouse. However, new hardware is being developed that will allow 
for more realistic 3D interfaces. 

There are several commercial 3D paint programs currently available ("MeshPaint 3D" from 
Positron, "4D Paint" from 4DVISION, "Detailer" from MetaCreations, "Amazon 3D Paint" from Interac­
tive Effects) that all use the same interface. The object is rendered to the screen as a still, 2D image. 
The artist uses a mouse to pick points where paint is to be applied. The point on the screen is trans­
lated into a point on the object, which is then translated into a point on the texture. Using this point, a 
standard 2D painting operation is performed, for example setting all the pixels within a small radius of 
the point to a new color. While this point-sampling method has some advantages, it has many disadvan­
tages. The methods used to accelerate this algorithm do not work in a 3D environment. The algorithm 
assumes that the mapping from the texture plane to the object's surface is linear in the region where 
modifications are made. If this assumption does not hold true, for example if the artist tries to paint in 
a region of great distortion or tries to paint a large area, the results are non-intuitive and awkward. For 
example, painting a stripe along a conical object produces a line which is wide near the base of the 
cone and narrow near the tip although the artist never changes the size of the brush (see fig. 1). This 
algorithm does not perform correctly on silhouette edges either. For example, if an artist were painting 
along the rim of a dinner plate, she would find that a paint dot applied too near the edge on the front 
surface would wrap around the edge of the plate and color the back surface as well. 
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Figure 1. Distortions caused by a cylindrical mapping. When a texture containing d ots of equal size is wrapped 
around a cone, the dots now seem to be of different sizes. 

Other 3D paint methods have been developed as well. One commercial application ("StudioPaint 
3D" from AliasiWavefront) creates a 2D projection of the 3D object on the screen on which the user 
then paints. When the user is finished painting, the 2D view is projected back onto the 3D object, and 
suitably warped clippings of the painted 2D view are pasted onto the textures. This solves the problems 
of the point sampling algorithm, but is not suitable for a true 3D interface. 

Pederson [3] has developed algorithms that allow for textures to be cut-and-pasted on smooth 
surfaces. This has many nice characteristics, but is not sui table for free-form pain tin g. Chow [ 5] has 
developed an interesting algorithm using voxels containing color information instead of texture maps 
to paint complex models. The voxel algorithm allows for interesting effects that are defined over 3-
space, such as cellular textures and Perlin noise functions [ 11] . However unlike texture mapped 
models, the shape of a voxel-painted model cannot be modified after it has been painted. 

The algorithm we have developed is not affected by distortions in the texture mapping and 
properly handles silhouette edges, unlike the point sampling algorithm. It has similarities with the 2D 
projection algorithm, but is well suited for a truly 3D interface. Since our algorithm uses texture maps, 
models may be modified after they have been painted. 

Method 

In 2D paint programs, a dab of paint is placed on the image by picking a point on the image and 
then setting the pixels within a certain radius to the current color. This can also be done as a composi­
tion operation. The brush could be considered a small image that has a solid dot of color in the center 
and is transparent around the edges. This brush image is laid over the original image and the new 
image is the composition of the two (see fig. 2). 

Figure 2. Projecting a small image straight down and 
compositing is equivalent to standard painting. 

Figure 3. When the brush image is below the image to 
be painted, nothing happens. When the brush only 
partly covers the target image, the brush must be 
clipped. 

This operation is easily done with current graphics hardware. We place the original image in the 
frame buffer. When we draw a textured square into the screen buffer, if the texture has an alpha 
channel (transparency information} , we get exactly the blending operation described above. All we 
need are the coordinates of the comers of the brush square relative to the underlying image. 

We can make this model three dimensional by assuming the image lies in the X-Y plane. The axis 
pointing away from the front of the image is the Z axis. We can now raise the brush image up off the 
original image. One can visualize this as holding a postage stamp over a regular piece of paper. Looking 
straight down and ignoring perspective, the result is the same. As long as we only translate (but do not 
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rotate) the brush, we just need to project the brush straight down and perform a composition to paint 
the image. Whether we move the brush with respect to the image or the image with respect to the 
brush, it makes no difference. If we move the paint brush underneath the image, we can no longer 
project the brush down onto the image. We consider the paint brush to be missing the image and 
composing the brush with the image produces no effect. If we slide the brush sideways so that it is 
partly on and partly off the original image, we need to clip the brush image so that we only tell the 
hardware to draw on the original image (see fig. 3). 

If we raise the brush above the image and tilt the brush to the side, the projection of the brush 
onto the original image becomes distorted. The circular paint dot on the brush image becomes an 
ellipse on the original image. Since we are ignoring perspective, this is the same as if we were to project 
the corners of the brush onto the image and then stretch the square brush image so that it fit the 
rectangular footprint. The circle becomes an ellipse. (see fig. 4) 

F.gure 4. When the brush is tilted on its side, its 
projection on the target image becomes rectangu­
lar, and the circle on the brush becomes an ellipse 
on the target image. 

•· ·· --- -­
•··· 

Figure 5. One would expect the first target image to 
occlude the second target image so that only the first 
image would be painted. The algorithm does not take 
occlusion into account, so a maximum depth is given 
to the brush instead. 

If we tilt the brush and then place it half way through the image, what should happen? We say that 
only the part of the brush image above the surface of the original image will actually paint the original 
image. We need to clip the brush image so that only part of it above the original image is drawn. 

Painting on a 3D model is now straightforward. After positioning the brush image over the model, 
we consider each textured surface separately. We project the brush onto it and clip the brush image to 
the edges of the textured surface. Then we draw a brush-textured polygon over the original surface 
texture and save the result. There is only one problem that we have not addressed. What happens when 
one surface is underneath another? Intuitively, we expect the bottom surface to be occluded. However, 
since our algorithm looks at each surface individually, it cannot make any decisions about occlusion. As 
a reasonable alternative, we say that the brush will not paint any surface further away than a certain 
distance. This doesn't actually solve the occlusion problem, but it does stop the 3D paint brush from 
painting distant surfaces that the artist was not expecting to be painted (see fig. 5). 

The 3D paint brush now looks like a cube. Any surface that is facing "upwards" and placed within 
the brush-cube will be painted. The brush is totally independent from the viewer, which makes it 
suitable for immersive 3D interfaces. The brush can be moved and rotated in all directions. The brush 
can also be scaled along any of its axes. All these separate transforms can be conveniently summed up 
into a single affme transform. This "brush transform" is the transform that takes the cube (0,0,0)-(1,1,-
1) into world space, translating, scaling, and rotating it appropriately so that it becomes the brush that 
the artist sees. When the artist moves the brush, she is actually modifying the brush transform. 

Here we present the algorithm for painting as pseudo-code. Since the region on a surface that will be 
painted is the intersection between the brush-cube and the surface, it does not matter whether we clip the 
surface to the brush or the brush to the surface. In world-space, both the brush and the surface can have 
any orientation and scale, which makes clipping difficult However, in brush-space, the brush is always the 
same size and is conveniently aligned with the axes. For this reason, we transform the surface to brush­
space and clip the surface against the brush. Furthermore, since the brush-space and the brush-texture­
space have the same scale and origin, we can use brush-space polygon vertices as texture coordinates. 
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for (each polygon) { 

use the inverse brush transform co transform che polygon vertices from world space to 
brush space 

ReiUitl 

if (che polygon normal faces -Z-ward) 
skip to next polygon 

clip the polygon co che cube (0 , 0,0)-(1 , 1,-1), giving new polygon vertices 
appropriace texcure coordinaces based on the original texture coordinaces 

if (no part of the polygon falls within the cube ) { 
skip to next polygon 

load texture inco frame buffer 
draw a polygon into the frame b uffer cextured with the brush image, using che texcure 

coordinates of the clipped polygon as the vertices and the vertices o: che clipped 
polygon (projected onco the X-Y plane) as the texture coordinates. 

read new texcure from frame buffer 

Figure 8 is an example of the detail that can be added with the 3D paint program. 26 256x256 pixel 24bit<:olor 
textures are used to cover this armadillo model, although only a few have been painted for this close-up image of the 
armadillo's head. The mannequin model shown in the next two images contains 1,355 top level faces and a total of 
36,065 triangles. 167 64x64 pixel 24bit-color texture images are being used to cover the surface, with eight faces per 
texture. Each number on the mannequin's head is one face . All the timing measurements are done on an SGI 
Indigo2 Rl0000@175MHz with High Impact graphics using debug-build code. 

Figure 8. Face shot of Armadillo Man 

Figure 9. Painting the entire mannequin head 
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Figure 10. Painting a small dot on the forehead of the 
mannequin. 



Painting the entire model at once (Fig. 9) takes on average, 1.41 seconds. 164 textures are modified, 
all of the faces and thus all of the triangles are processed, and 14,556 triangles are actually painted. 
Painting a blue spot onto the mannequin 's forehead (Fig. 10) takes on average 0.05 seconds. 11 textures 
are modified and 16 faces are processed. Of the 201 triangles that are processed, 63 are actually painted. 

Discussion 

The times listed above show that this algorithm runs at interactive rates even for relatively large 
models. We have found that screen-redraw times are often more of a problem than painting times. 

The user interface that was used for the test paint program is intractable and not suitable for any 
large painting project. This is not unreasonable for test code, however. The interface was useful for 
testing how the brush responded to the many degrees of freedom available, and was essentially a poor 
intermediate between a good 2D and a good 3D interface. There are many straightforward modifica­
tions that could be done to make the 2D interface much more usable, such as providing multiple views 
and smoother mouse control. The ability to make the brush stick to the surface as it was dragged would 
be of immense help. Similar adjustments would need to be made for a 3D interface. 

Conclusions 

The painting algorithm presented here is suitable for any polygonal model. Since any smooth 
surface can be represented as the limit of a series of approximating polygons, the algorithm will work 
for any surface. Currently, most graphics accelerators only render polygons, so this is not a serious 
limitation. The algorithm only works when the texture mapping for each polygon is a projective 
mapping. Other mappings, such as spherical or cylindrical mappings, can be closely approximated 
using many small polygons each with a projective mapping. Again, this is the way current texture 
mapping hardware works, so it is not a serious limitation either. Because the brush is projected onto 
each polygon individually, silhouette edges are handled correctly. A polygon that is facing away from 
the brush will not be painted, so the brush will never paint around edges. It is superior in these ways 
to point-sampling painting algorithms. 

This algorithm is also well suited for use with fully 3D computer interfaces. It has no dependence 
on the location of the viewer like the projection algorithm has. The brush has great freedom of 
movement, unlike the cut-and-paste algorithm. The brush would be an appropriate widget to have at 
the tip of a 6-degree-<>f-freedom stylus. In fact, we hope to demonstrate the advantages of this algo­
rithm by developing a program so that an artist may use Caltech's Responsive Workbench to paint 
models using a truly 3D interface. 

One important avenue for further research is to determine how to efficiently generate and use 
occlusion information during the painting process. Setting the depth limit of the brush is non­
intuitive for first-time users. Occlusion effects are important for realistic painting. 
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Research on Short Frame Turbo Code 
Alwin Y. Chi and Robert J. McEIIece 

Turbo-codes, first introduced by C. Berrou, A. Glavieux and P. Thitimajshima in 1993 [1], achieve significantly 
better performance than most conventional coding methods. However, as this topic is rather new, many aspects of 
turbO<odes are still unexplored. In this research, the performance of short-frame turbO<odes in a wireless 
environment is investigated. The wireless channel is modeled as an Additive White Gaussian Noise (AWGN) 
channel. Different interleaver structures for short block length are tested and rated based on the weight distribu­
tion of the code and Bit Error Rate (BER) at different bit energy to spectral noise density ratio (E jN ). 

b 0 

Among the decoding algorithms for turbo-codes, Soft Output Viterbi Algorithm (SOVA) is one of the most 
popular since it has good performance and is easy to implement. However, its performance at short block length 
drops considerably. With a view to improve the decoding performance under such conditions, simple modifica­
tions to the SOVA decoder are also attempted in this project. 

Introduction 

In digital communications, we seek to transmit binary data over a channel at high bit rate. Due to 
noise interference, the received signals would not be an exact replica of the transmitted signals, 
resulting in errors. To enable more accurate transmission of data, the information bits are usually 
encoded before being sent over channel, and depending on the encoding method, channel type and 
decoding algorithm, the Bit Error Rate (BER) can be lowered. 

In 1993, a new class of error correcting codes known as turf}(rcodes is first introduced in [1] with 
'near Shannon limit error correction performance' on Gaussian channels. The structure of a turbo 
encoder is given in Fig. 1. The turbo encoder consists of two identical parallel concatenated Recursive 
Systematic Convolutional (RSC) encoders, with constraint length K = 5, generator polynomial (37,21) 
and rate 1/ 3. The code rate can be adjusted by puncturing the outputs. Both encoders use the same bit 
stream U but with a different ordering created by an interleaver. The interleaver scrambles low-weight 
input bit streams to generate high-weight codewords, and is vital for the performance of turbo-codes. 
However, the exact effect of different interleaver structures is not known. In order to understand more 
about their effects, several interleaver structures are studied in this research. 

u 

Figure 1. Thrbo Encoder, constraint length = 5 

Due to the code structure, it is unfeasible to implement the optimal decoding algorithm for 
turbo-codes, and its performance is strongly dependent on the sub-optimal decoding algorithm used. 
The standard turbo code decoder structure is given at Fig. 2. It is made up of two decoders which 
provide soft decision information, usually the bit-wise log-likelihood ratio. 
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Ftgu.re 2. Iterative Turbo Code Decoder 

Decoded 
Bits 

This information would then be supplied to the other decoder as "extrinsic information" to 
improve the decoder performance through iterations. Among the various soft-decoding algorithms, 
Soft-Output Viterbi Algorithm (SOVA) suggested in [2] can give reasonably good performance with 
comparatively easy hardware implementation, making it a promising candidate for practical research. 
To improve this decoding scheme without greatly increasing decoder complexity, some modifications to 
the SOVA decoder are also suggested in this research. 

Materials and Methods 

To investigate the performance of Turbo Code, the system model (as shown in Fig. 3) is broken 
down into three parts: encoder, channel and decoder. These components were simulated using Matlab 
to fmd out the BER of a particular system under consideration at different Eb/ No. 

Turbo 
Encoder 

r---------------------------, 
I I 
I 
I 
1 Modulator 

Demodulator 

Ftgu.re 3. Turbo Code system model 

Binary 
Channel 

1. The encoder is treated to be outputting at Binary Phase-Shift Keying (BPSK) , outputting +A and­
A for bit value of 1 and 0 respectively, where A is the amplitude of the signal. 

2. The binary channel is modeled as an Additive White Gaussian Noise (AWGN) channel. It adds a 
zero-mean normal random variable to the signal input from the encoder. The variance of this noise 
is dictated by the Eb/ No ratio. 

3. The decoder is constructed using SOVA decoder components. 

The simulation is carried out using psuedo-random 32-bit streams as input sequence at the 
encoder, and is continued for a sufficient number of trials until at least 100 errors are made by the 
decoder, so as to ensure the BER calculated from the data is over 95% confident. 
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Simulation RUultl ancl DIICIUIIOn 

Since bit reliability values are updated as the SOVA decoder traces through the trellis, the 
number of updates essentially depends on the position of the bit in a frame. In general, reliability of 
bits at the beginning of a frame tends to be updated more often, and reliability values of bits towards 
the end of a frame are not adequately updated. As the updating process always lessen the reliability 
values, we would expect these insufficiently updated reliability values to be higher than they should. 
This over-optimistic estimation of bit reliability can adversely affect code performance. Following this 
analysis, we would expect better code performance if we limit the bit reliability values under a certain 
threshold in the early iterations, where most improvement is coming from. 

0:: 
w 
10 

15 2 2.5 3 
EbAIIo (dB) 

35 4 

Figure 4. BER vs. E / N after 4 
iterations with diff~rent 
threshold reliability 
16-state code, 32-bit frame, 
traditional block interleaver 

From our simulation results, a threshold reliability of 2 gives the optimal results when E / N is 
between 2.0 and 4.0 dB. This improvement is particularly obvious at high E / N , when the origma'l 
curve without threshold starts to flatten out. At this region setting the threshold to 2 can achieve a gain 
of 0.5 dB. However, when the threshold is set at 4 and 8, the BER curve overlaps the one without 
threshold. 

Selecting an appropriate threshold is not easy; if the threshold chosen is too small, the decoder 
cannot distinguish the relative reliability of different bits, and this would reduce the improvement 
attained from imposing the threshold, or possibly worsen the code performance. On the other hand, if 
the threshold chosen is too large, most of the reliability values would not reach the threshold and it 
would have little impact on the code performance. 

In a Traditional Block Interleaver (TBI) , data is formatted into a m-by-n block array, written in 
row-wise and read out column-wise. An example write-in and read-out pattern for a 4 by 2 TBI is given 
in Fig. 5. 

1 2 3 4 I 3 5 7 

5 6 7 8 2 4 6 8 

Figure 5. Write-in (left) and read-out (right) pattern for 4 x 2 traditional block interleaver 

The major defect ofTBI is that the last bit of the input stream remains at the end of the output 
frame. As bits towards the end of a frame tend to give higher reliability values due to insufficient 
update, their reliability would be over-estimated, no matter before or after interleaving. Consequently, 
iterative SOVA-based decoding cannot reduce the error probability of those bits near the end of a 
frame, worsening the overall code performance. 
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Figure 6. BER vs. E / N from 
iteration 1 to 3 16-s'tate0 code, 
32-bit frame, traditional block 
interleaver 

In Fig. 6 we noticed that although bit error rate drops with increasing E / N , the improvement 
decreases as E / N increases beyond 3.5dB, as shown by the flattening curve t~waf'ds higher E / N . This 
occurrence is terlsimilar to the flattening observed in [3] . This is in line with our analysis; at 'higller 
E / N , the high error probability of the last bit poses a limit on the code performance. Increasing the 
nl'nnller of iterations has a limited effect on reducing this error, as shown by the apparent convergence 
of the two curves for 2 and 3 iterations at high E / N Since this flattening on the performance curve is 
caused by the lack of update on reliability valuesb of the bits at the end of a data frame, we call this 
phenomenon ' tail effect'. 

From our analysis on TBI, we would expect an improvement in code performance if we design an 
interleaver that maps the bits at the end of a frame to the beginning. To verify this hypothesis, we 
propose a new interleaver which simply inverts the bit order as shown in Fig. 8. As this interleaver 
inverts the bit ordering, we shall name it Inversion lnterleaver (II) . This interleaver should 
remove the tail effect present when TBI is used. 
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Figure 7. BER vs. E / N from 
iteration 1 to 3 b 
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16-state code, 32-bit frame, 
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I 2 3 4 8 7 6 5 

5 6 7 8 4 3 2 I 

Figure 8. Write-in (left) and read-out (right) pattern of inversion interleaver 

From the BER graph of II and TBI we can see that there is almost no difference in code perfor­
mance at the first iteration. And in fact, for E / N less than 2.5dB, II is slightly inferior to TBI after 2 
and 3 iterations. However, when E / N increa'ses oeyond 4.0dB, the improvement of II becomes 
apparent. At this region the TBI d'nve0s begin to flatten out, while the II cunres continue to drop with 
little flattening. 

Inverting the input stream removes the 'tail effect' affecting the performance of TBI, however, it 
fails to reduce the correlation between neighboring bits. When an error is made in judging the value of 
a certain bit, this error would in tum affect the judgement of its neighbors when the soft reliability 
values are passed on in further decoding. Therefore a bit contamin~d by a noise of loud amplitude 
would subsequently bias the judgement of the bits before and after it, and iterative decoding cannot 
correct these 'bursts' of error. This analysis is supported by the simulation results: at lowE / N (noisier 
channel) the performance of II is not as good as that of TBI, but at high E / N (less noiseb contamina­
tion) this effect is not as dominant and II performs better than TBI withml't the tail effect. As this effect 
is caused by the correlation between the bits, we shall name it 'correlation effect'. 

From the analysis, we would predict that a good interleaver should achieve two goals: it must 
avoid the 'tail effect' in TBI and reduce the 'correlation effect' in II. To satisfy both conditions we 
propose a new block interleaver. The write-in and read-out pattern of this new block interleaver is given 
in Fig. 9. 

I 2 5 6 7 5 3 I 

3 4 7 8 8 6 4 2 

F.gure 9. Write-in (left) and read-out (right) pattern of new block interleaver 

Here, we organize the input pattern into two square blocks, swap the squares and rotate them 
clockwise by 90° to obtain the read-out pattern. After this operation all the bits originally at the end of a 
data frame are moved to the front, and their ordering are adequately shuffled by the sub-block rota­
tion. Due to this interleaver structure, we shall call this interleaver Swap-Rotated Block lnterleaver 
(SRBI). 
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In Fig. 10, the simulation results using a TBI and SRBI are given. Mter the ftrst iteration the results 
using different interleaver are approximately the same, but on further iterations the difference be­
comes obvious. Mter three iterations turb<r<:ode using SRBI performs signiftcantly better than TBI, 
achieving a gain of O.SdB compared to TBI at a BER of 1 Q-2• When E / N reaches 4.0dB, the TBI curve 
start to flatten out and hit the error floor due to the tail effect, but die S'RBI curve continues to drop 
without signiftcant flattening. 

Comparing the performance using three different interleavers, we fmd that SRBI achieve the 
best performance, over the range of E / N simulated. This confirms our analysis on designing an 
efficient interleaver: it must minimize \he 'l:aii effect and correlation effect. 

Conclualon 

We simulated the turbo code transmission using the standard turbo code encoder and SOVA 
decoding algorithm. Analyzing the updating rule of SOVA decoder we predict that bits at the end of a 
data frame may not be updated sufficiently and hence can have over-optimistic reliability values. In 
order to improve decoding performance without greatly increasing the hardware requirement, we 
propose to set a limit on the reliability value by a threshold value to cope with the overestimated 
reliability. From simulation, this method can effectively reduce the BER when rate 1/ 3 turbo code with 
constraint length 5 and 32-bit frame is used with traditional block interleaver. 

Noting the flattening performance curve using a traditional block interleaver at high E / N , we 
suggested the tail effect as a critical limitation to the code performance. With a view to elimirfate 'llie 
tail effect, we propose the inversion interleaver and swap-rotated block interleaver as substitutes. From 
the simulation results it is found that the latter is superior to both the inversion interleaver and the 
traditional block interleaver. We therefore concluded two criterions in interleaver design: to minimize 
tail effect and correlation effect. 
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High Efficiency Class-E Power Amplifiers 
Teo Der-S~epanlans and David B. Rutledge 

Existing, conventional high-frequency (HF) power amplifiers often rely on either vacuum tubes or large power 
transistors to amplify signals. As a result, they are themselves very large and expensive. A new HF, high-efficiency, 
class-E, radio power amplifier has recently been developed at Caltech that overcomes both of these limitations. 

This amplifier operates on the 30-meter (10 MHz) band, and is designed with an output power of 200 watts. It is 
based around the International Rectifier IRFP440 MOSFET, which is a device commonly used in switching power 
supplies and costs under $10. We were able to use such a relatively inexpensive, low-power device because of the 
high efficiency characteristic of the class-E amplifier, typically around 90%. The high efficiency makes the power 
dissipated in the switching device small enough to allow operation even without a cooling fan. The 30-meter 
amplifier requires only 3 to 8 watts of drive power for reliable, efficient operation. We used a modified NorCal-
40A low-power radio transceiver to supply this drive. 

This new amplifier is a continuation of work done at Caltech by undergraduate and graduate students over the 
past three years. Last year, a pair of amplifiers was developed specifically for hams operating on the 40-meter 
band. These amplifiers had output powers of 300 watts and 500 watts. A paj)er about these amplifiers was 
published in QST Magazine [1]. Collections of parts were assembled and sold to people who wanted to try 
building the amplifiers. It was found that there was much interest in amplifiers for other bands. This led to the 
work done this summer and the development of the new 30-meter, 200W amplifier. Like its predecessors, this new 
amplifier is easy to build, costs about the same, and has most of the same characteristics and limitations. 

Background 

It is often necessary to amplify weak signals to make them more useful, and there are different 
methods for carrying out this amplification. Most conventional amplifiers fall into one of the three 
classes A, B, or C. Each class of amplifier has advantages and disadvantages which make it more suitable 
in certain situations. The following is a short description of each of these classes: 

Class-A: These amplifiers use a single transistor which is always active. An active transistor has 
considerable amounts of voltage across and current through it. The product of the voltage across the 
transistor and current through it translates into heat dissipated in the transistor. For this reason, the 
efficiency of class-A amplifiers is limited to about 30%. However, class-A amplifiers introduce very little 
distortion in the amplification process. The output of a class-A amplifier looks almost exactly like its 
input, only larger in amplitude. 

Class-B: Class-B builds on Class-A by having two transistors, which take turns amplifying the input 
signal. One transistor usually handles the positive half of the output, and the other the negative. This 
way, only one transistor is active at any given time, while the other is off. This doubles the efficiency to 
around 60%, at the cost of small amounts of distortion at the signal crossover, where one transistor 
turns off and the other takes over the amplification. 

Class-C: The class-C amplifier is known as a switching amplifier. In traditional class-C amplifiers, the 
switching device is active less than half of the time, making it even more efficient. In modem, transis­
tor-based class-C amplifiers, the transistor often acts like a switch , either completely on or completely 
off. When on, a large current flows through the transistor, but the voltage across it is small. When off, 
voltage builds across the transistor, but the current through it falls nearly to zero. This way, there is very 
little overlap between voltage and current in the transistor, which translates into much less power being 
wasted in the device, and a higher efficiency. Class-C amplifiers normally have efficiencies reaching 
75%-80%. Most of the loss in a class-C amplifier occurs during the actual switching. The transistor does 
not switch from on to off (or vice versa) instantaneously. As the transistor switches, it goes through an 
active region, where it has both a current through it and voltage across it. This translates into power 
wasted as heat in the transistor every time it is switched, and this wasted power increases as the fre­
quency of operation is increased. A disadvantage of the class-C amplifier is that because of its switching 
mechanism for amplifying signals, it is not linear at all. The output may look nothing like the input. It 
will be at the same frequency, though with a great deal of harmonic distortion. 
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Figure 1. Block diagram of class-E amplifier 
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Figure 2. Ideal class-E waveforms 

The Caltech power amplifiers rely on a less well known class of operation, class-E. The class-E 
amplifier design was first explored in 1964 by Gerald Ewing [2] and later by Nathan and Alan Sokal in 
1975 [3] , who patented it. The use of class-E amplifiers in high-frequency amateur radio transmitters 
prior to the Cal tech designs is unreported. An idealized diagram of a class-E amplifier is shown in 
Figure 1. It consists simply of a DC current source feeding a switch (transistor) , followed by a ringing 
network and the load. A class-E amplifier is very similar to the class-C amplifiers. However, a class-E 
amplifier achieves even higher efficiency (typically around 90%) by minimizing the current-voltage 
overlap which occurs during switching in a class-C amplifier. This is done by the addition of the ringing 
network following the switching device. With the ringing network in place, the voltage across the 
transistor rises smoothly from 0 to a maximum, and falls smoothly back to zero just before the transistor 
switches on again. A complete cycle of the class-E switching amplifier can be broken down into the 
following four phases (see Figure 2) : 

Transistor On (switch closed): Transistor conducts current through itself to the ground. The voltage 
across the transistor is very small, keeping power dissipation in the device low. 

Transistor Switching On to Off (switch opening) : Voltage across transistor rises smoothly as 
current is redirected from the device into the resonant load network. While the switching is occurring, 
power dissipation is kept low because the voltage across the device rises slowly and remains small during 
the short switching period. 

Transistor Off (switch ()jJen): Voltage rises smoothly to a maximum, then falls smoothly back to zero. 

Transistor Switching Off to On (switch closing): Since there 's near-zero voltage across the transistor, 
little power is wasted as current is again directed into the device instead of the load network. 

In this way, the class-E amplifier achieves efficiencies of around 90%, which allows us to operate 
'vith a relatively small, inexpensive transistor. Power dissipated in the transistor is small enough that 
heat can be removed with a simple heat-sink. No fan is required for low duty cycle use. Because of the 
relationship between efficiency, dissipated power, and output power, an amplifier running at 90% 
efficiency can output 21 times more power (at a given dissipation level) than a 30% efficient amplifier 
[ 4] . However, there are some disadvantages to the class-E design. The amplifier must be driven with 
enough power to reliably switch the transistor on and off. The gates of the MOSFET's are capacitive 
and present a low impedance at high frequencies. The drive must be powerful enough to switch the 
transistor on and off quickly and completely. If the transistor is not switched on and off reliably, or if it 
is switched too slowly, inefficient operation results which can cause a buildup of heat in the transistor, 
leading to its failure. The class-E amplifier is completely non-linear, and its operation is limited to a 
single band by the ringing circuit on its output The power output of the amplifier (assuming it is 
driven properly) depends almost exclusively on the DC supply voltage. This makes it unsuitable for use 
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in AM or SSB transmitters. However, it works very well in CW, FM, and FSK applications, where infor­
mation is transmitted either by turning a carrier on and off completely (CW) or by changing the 
frequency, not amplitude, of the carrier by small amounts (FM, FSK). 

The 30-Meter Amplifier 

The newly developed 30-meter, 200W amplifier is very similar in design to the existing 40-meter 
amplifiers. For the most part, only the component values were changed to operate at the higher 
frequency. See Figure 3 for a circuit diagram of the amplifier, and Appendix 1 for a more detailed 
description of the components used. Components Ll and Tl match the input of the transistor to the 
output of the driving transceiver. The impedance of the gate of the MOSFET is low and mostly capaci­
tive (though there is a small parasitic res.istive component, as well). The transformer matches this low 
impedance to the nominal SOn impedance of the driver. The variable inductor Ll is tuned to cancel 
the capacitance of the gate at the operating frequency. The input SWR is typically below 1.4. Capacitor 
C1 is a high frequency bypass of Ll to reduce VHF ringing. 

C1 
10 pF 

J1 
RF lnpu1 

RFC1 
4011H 

01 
IRFP440 

P1 
0 • 150 VDC From Power Supply 

C6 J .0111F 

C3 
1100 pF 

C2 
100 pF 

l2 

Figure 3 . Circuit diagram of 30-meter, 200W amplifier 
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l3 
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J470pF 

J2 
RF Ou1put 

The function ofRFC1 is to convert the 0-1SO VDC from the power supply into a current source. 
RFCl also helps, in conjunction with C6, to keep RF voltages away from the power supply. C3 and L2 
form the main resonant circuit They cause the voltage at the drain to rise smoothly to a maximum and 
return to zero before the transistor turns on again. CS and L3 serve two purposes. The first is to form a 
notch filter for the second harmonic. Together, CS and L3 resonate at twice the operating frequency 
(around 20 MHz) and therefore provide a direct path to ground for the second harmonic. Their 
second function is to transform the son impedance of the antenna down to around 1 on, a better 
match for the transistor in this type of circuit 
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FigUre 5. VHF spectrum of 30-meter amplifier 
driven with modified NorCal 40A transceiver 

C4 and L4 form a low-pass filter. They ensure that all of the harmonics fall well below -40dB of the 
carrier, the limit set by the FCC. Figures 4 and 5 are the HF and VHF spectra of the amplifier's output, 
respectively. These spectra were taken with the amplifier output set to 204W. The driver was a modified 
NorCal40A transceiver, which will be discussed in the next section. The drive level was 4.78W. Figure 6 
shows a picture of the MOSFET gate and drain waveforms. 
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FigUre 6. Gate (top) and drain (bottom) waveforms of 30-meter amplifier, being driven at 4.78W with a modified NorCal 40A 
transceiver. The output power is 204W. The gate is at 10 V / div, and the drain atlOO V / div. The time scale is 20 ns/ div. Note the 
ringing on both waveforms. 

The 30-meter amplifier requires from 3 to 8 watts of drive power for optimal operation. See Figure 
7 for a plot of efficiency vs. drive power. We have noticed problems with keying the amplifier at levels 
below approximately 4 watts, so drive powers exceeding this amount are recommended. The drain 
efficiency is found by dividing the output RF power by the input DC power. A better indicator of how 
much power is being dissipated in the transistor, however, is the total efficiency. The total efficiency is 
defmed as the RF output power divided by the sum of the input DC power and RF drive power. As can 
be seen from Figure 7, though the drain efficiency continues to increase, the total efficiency drops for 
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drive powers above approximately 8 watts. This happens because the drive power does not couple to 
the output, but is dissipated in the transistor as heat. Therefore, once the drive power is high enough 
that the transistor is switching optimally, further increasing the drive power only increases the amount 
of power dissipated in the transistor, and does not benefit the total efficiency of the amplifier. 

30-M, 200W Amplifier Efficiency vs. Drive Power 
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Figure 7. Efficiency vs. drive power for 30-meter amplifier 

An interesting feature of this amplifier, which it shares with the existing 40-meter amplifiers, is the 
way in which signals couple backwards from the output to the input. When the supply voltage is at 0 
volts (this occurs during reception) , there is a large capacitance between the gate and drain of the 
transistor. Therefore, in-band signals cou ple backwards through the amplifier, including the transistor, 
with a measured loss of only 8.5dB. Because of the high sensitivity of the modified NorCal 40A driver 
(we measured its MDS to be -133dBm) , even with this 8.5dB of attenuation placed before the antenna, 
the transceiver is still limited by atmospheric noise. This way, no additional transmit/ receive switch 
circuitry is required for the amplifier. The amplifier operates nearly transparently with the driving 
transceiver. 

The Norcal 40A Mocltflcatlons 

Because the 30-meter amplifier was aimed at an audience of amateur radio operators, one of our 
goals was to find a suitable transceiver for driving the amplifier that would be commonly available to 
hams. We tried using a modified NorCal 40A (NC40A) as the driver. The NC40A is a 40-meter (7 MHz) 
transceiver. However, Ed Burke outlines a way of modifying the NC40A to change its operating fre­
quency from 7 MHz to 10 MHz [ 5]. At the heart of this modification is the changing of the IF from 5 
MHz to 8 MHz. Both the original and modified NC40A's have a local oscillator at 2 MHz. In the origi­
nal, 2 MHz is mixed with 5 MHz to give the operating frequency of 7 MHz. In the modified NC40A, 2 
MHz is mixed with 8 MHz, and the resulting radio works at 10 MHz. 

The modified NC40A, though functional on the 30-meter band, suffered some losses in perfor­
mance. The level of the minimum discernible signal (MDS) went from -132dBm to -126dBm and the 
gain from 104dB to 96dB. To solve these problems, certain component values were changed, bringing 
the gain and sensitivity of the modified NC40A back dose to their original values. In our NC40A's, the 
sensitivity after the modifications was -133dBm, and the gain was 102dB. To increase the output power 
of the NC40A (which was measured to be 1.4W after the modifications- down from 2.5W before), we 
lower the impedance of the low-pass ftlter, increasing the current drawn and therefore the power from 
the power amplifier. The values for these components were determined through computer simulations 
of the low-pass ftlter using PUFF [ 6] . The output powers of the two NC40A's that we modified were 
increased to 5.5W and 6.5W, making the modified NC40A perfect for driving the amplifier. 

Dlplexers 

To keep spurious emissions from the NorCal 40A driver and the 30-meter amplifier low, two 
diplexers were built. A diplexer is a band-pass filter which has an impedance of 50W at all frequencies, 
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terminating out-of-band spurious emissions in a SOW dummy load [7]. The smaller of our two 
diplexers, designed to handle low powers, is placed between the NorCal 40A driver and the power 
amplifier. This diplexer ensures that the power amplifier is driven with a clean signal at the correct 
frequency. It attenuates the spurious emissions from the driver which would otherwise be amplified by 
the power amplifier. The larger, high power diplexer is placed after the output of the power amplifier, 
and helps in attenuating spurious emissions generated by the power amplifier. Figure 8 shows a block 
diagram of the complete 30-meter C\"l radio station. 

SNood ..,..oc 

Ftgure 8. Block diagram showing complete 30-meter CW radio station 

Future Work 

There is still much room for improvement on these class-E power amplifiers. One possibility is a 
built in pre-amp, which would allow the amplifiers to be driven with smaller amounts of power, allowing 
their use with low power (QRP) transceivers without modification. Another useful addition would be a 
transmit/ receive (TR) switch of some sort, which would allow for better reception by allowing incoming 
signals to bypass the amplifier. A small, switching power supply could be developed to replace the 
current one, which is very large and expensive. It may even be possible to use the RF drive, perhaps 
divided in frequency, as an oscillator for such a power supply. Finally, it would be interesting to develop 
class-E amplifiers for other bands and higher powers. Work is already underway for developing a 15-
meter class-E amplifier. 
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Methanol Fuel Cell System Design 
John F. Christensen and s. R. Narayanan 

A steady-state model for the individual methanol fuel cell bas been constructed, with the potential for being 
integrated into an overall system model. Both experimental results and theoretical considerations have been 
incorporated into the model. Correlations for the flux of methanol across the cell membrane (methanol cross­
over) and cell voltage as functions of current density, stack temperature, and air flow rate have been derived, 
based upon parametric studies of a fwe cell stack. Calculations of pressure drop in various flow field and mani­
fold configurations provide an estimate of the power requirements for the air compressor, while water removal 
calculations indicate that a water recovery subsystem may be needed to maintain water balance. Fmally, the 
thermal energy balance determines the liquid flow rate necessary for adequate cooling. 

lrrtroductlon 

Fossil fuels are limited, unrenewable energy sources that may not be around in the decades to 
come. With their impending depletion, many researchers are looking to alternative methods of energy 
production to power the planet in the very near future. Batteries are a reasonably environmentally 
agreeable solution to the energy crisis, but even rechargeable batteries have fmite lifetimes and must 
eventually be discarded. At present, no battery is capable of powering an automobile for a long period 
of time without recharging. 

Fuel cells operate in a similar marmer to batteries, but lack the intrinsic flaws of both batteries and 
fossil fuels . The fuel used in these devices can be stored in a tank and refilled as desired, just as gaso­
line is used in automobiles today. Thus, the fuel cell has a theoretically unlimited lifetime (neglecting 
cell degradation, which is slow under the operating conditions discussed here) , and can power a 
machine for as long as is allowed by the size of the tank. 

The fuel cells that are being designed and tested atJPL (Figure 1) use methanol mixed with water 
at the anode and oxygen or air at the cathode, and rely upon proton migration through a semi-perme­
able membrane (Nafion in this instance) to drive the current. Products are carbon dioxide and water, 
the latter of which is recycled and used to keep the methanol solution at the desired molarity. Only one 
carbon dioxide molecule is produced per molecule of methanol, so the process is somewhat cleaner 
than fossil fuel combustion. Methanol is a relatively cheap, easily transported liquid fuel, and exists in 
great abundance. 

cn~on + HzO - > 
6n• + 6e. + col 

An ode Cllh ode 

Nation membrane 

-Ru catalyst 

6H+ + 6~· + 3/202 - > 3H10 
CH~OH + 31202 -> 2H20 + COz 

Figure 1. Schematic of the direct liquid feed methanol fuel cell. Methanol and water are supplied to the anode, 
where they react on a Pt-Ru catalyst layer to form protons, electrons, and carbon dioxide. The protons migrate 
through the Nafion membrane (along with water and some m ethanol) and are oxidized at the cathode to form 
water. Any methanol that permeates through the membrane is assumed to combust completely to form water and 
carbon dioxide. Electrons are conducted through the catalyst layers and can supply power to an external load. 
Oxygen or air is supplied to the cathode. 
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Though the concept of using direct methanol fuel cells as a power source is appealing in its 
simplicity and theoretical efficiency, tapping the energy contained in methanol and air becomes quite 
complicated on a systems level. It is desirable to maximize the power delivered by a fuel cell stack 
(anywhere from 5 to 50 cells linked in series) while maintaining stability and minimizing the size and 
cost of ancillary components (compressor, pump, condenser, radiators, etc.). Thermal stability is of 
prime concern among several design issues, since the cell voltage (and thus the power density) is a 
strong function of temperature. If the temperature of the stack were to fluctuate too greatly, the cells 
would cease to provide adequate power to run the ancillaries, and the system would fail. 

Another major issue in the system's design is water management, as water is necessary for the half­
reaction on the anode side, as well as a product on the cathode side. Thus, water must be separated 
from the cathode waste stream and recycled to the methanol mixing tank. There are several mecha­
nisms for water transport across the membrane during cell operation, including water permeation; 
electro-osmotic drag, or the migration of water molecules which hydrate the protons crossing the 
membrane; methanol crossover and combustion, the Nafion membrane being permeable to methanol 
as well as water; and the Pt-Ru catalyzed reaction of protons with oxygen at the cathode [1] . The overall 
number of moles ofwater transported via these mechanisms is determined experimentally so that the 
amount of water to be recycled can be calculated. Figure 2 illustrates the water transport mechanisms. 

Anode Cathode 

a) H,O 

c) 

==-:....>.:.:c.:..:...-~~....-cH30H + 3/20z -> 
2Hz0+ COz 

b) H,O 

d) 

6H+ + 6e· + 3/202 -> 
3H20 

Figure 2. Mechanisms for the transport of'l'.<ater to the cathode. a ) Water permeation through the membrane: 
Nafion is highly permeable to liquid 'l'.'<lter, which is fed with methanol to the anode. b) Electro-osmotic drag: 
Proton transfer through the membrane is facilitated by 'l'.'<lter transport. c) Methanol crossover: Some methanol 
permeates the membrane and is oxidized to form 'l'.'<lter at the cathode. d ) Proton oxidation: Water is also formed 
as the product of the cathode half-<:ell reaction. 

A third important problem in system design deals with the design of the cell itself. Each cell is 
composed of a Nafion membrane, bordered on each side by a layer of catalyst, which in turn is adjacent 
to a graphite bipolar plate. Each plate is machined with a series of grooves on each side, one being the 
air flow field for a given cell and the other being the methanol flow field for the adjacent cell. The 
stack is simply an alternating series of biplates and membranes. There are two major designs for the 
flow fields used in the fuel cell, one being a cross-hatch of channels and grooves resembling the inside 
of a waffle iron, and the other containing several parallel serpentine paths which wind back and forth 
along the length of the plate (Figure 3). The flow field design is most crucial in the calculation of 
pressure drops on the cathode side of the cell, as these gradients tend to be higher for air than for the 
methanol-water mixture, and the power requirements for pressurizing the air are therefore greater. 
The "waffle" design requires a much lower pressure drop than the "serpentine" design, though the 
latter has certain advantages when water clogging is considered. If there are fewer passages for the 
transport of air, as in the serpentine design, then it is more likely that plugs of water will be pushed out, 
permitting utilization of all the available catalyst area. 
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Figure 3. The two flow field designs used in the methanol fuel cells. The "waffie" design has a lower pressure 
drop between the inlet and outlet, but is more susceptible to water clogging on the cathode side than the 
serpentine pattern. 

Methods 

In order to determine the cooling rate required to maintain the stack at a specified temperature, 
the major heat sources were identified, and the magnitude of their contributions estimated. The two 
primary heat generation terms in the fuel cell are the power loss due to non-idealities in the cell and 
combustion of methanol which has passed through the Nafion membrane to the cathode of the cell. 
Both of these are essentially experimentally determined values, as the operating voltage and extent of 
methanol crossover have been measured at various stack temperatures, air flow rates, and current 
densities (an independent variable which can be controlled by the load p laced on the stack). Multi­
variable polynomial regressions were carried out on the data collected in parametric studies on both 
the voltage and crossover current (the current related to methanol crossover by Faraday's law) . These 
experimental fits, though they match the data quite well (within an average of three percent) , are valid 
only in the range of parameters over which data was collected. Therefore, the domain of input avail­
able for heat generation calculations is limited by that of the parametric studies. 

Mechanisms for heat removal were also evaluated in order to establish the range of parameters 
necessary for a thermal energy balance in the stack. Under normal operating conditions, the liquid and 
air streams enter the stack at the ambient temperature and exit at approximately the temperature of 
the stack. Since the stack temperature is higher than that of its surroundings, both streams will remove 
heat from the stack. By varying the inlet temperatures of the two streams, one may control the fraction 
of heat that is rejected. Since the reactant air is typically dry, while the exhaust gases are saturated with 
water collected at the cathode, energy can also be removed from the system via evaporation and 
removal of water by the air stream. Thus, varying the relative humidity of the inlet air is another 
method for maintaining the thermal energy balance. Finally, the rate of heat removal must be directly 
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proportio nal to the flow rate of the air and liquid streams, provided equilibrium is established rapidly 
enough inside the stack. 

Water removal itself is another crucial element in system design, and once again it depends upon 
the flow rate and inlet conditions of the air stream. The amount of water generated through combus­
tion of the crossover methanol and the electrochemical reaction at the cathode was calculated, as was 
the amount of water carried away by an air stream of a given flow rate and at a specific inlet tempera­
ture and relative humidity. Rather than use air flow rate as an independent variable, it is often more 
convenient and illuminating to base calculations upon the number of stoichs of air that must be passed 
through the system; that is, the ratio of moles of air pumped into the stack to the stoichiometric 
number of moles necessary to react completely with the methanol that is utilized. If the air flow rate is 
defmed in terms of stoichs, the ratio of water removed to water generated is independent of the 
amount of methanol consumed in the cell, and depends only upon inlet relative humidity, the number 
of stoichs, and the inlet and stack temperatures. 

Yet another design issue associated with the air flow through the stack is the dependence of 
pressure drop upon flow rate. Simplified versions of the waffle design and several serpentine patterns 
have been modeled and analyzed, following the method employed by Thirumalai and White in their 
analysis of waffle-pattern flow fields for hydrogen-oxygen fuel cells [2]. The pressure drop-flow rate 
relationship for rectangular ducts contained in their paper was verified and employed in the set of 
models. A system of equations, one for each node in the flow field, was represented in matrix form, and 
the pressure at each node was calculated. Aside from wall friction losses, only the ninety degree turning 
losses in the serpentine arrangement were considered, incorporated into the system of equations as 
fluid flow sources and sinks. Bloomfield, eta! point out that turning losses have higher drag coefficients 
that any other possible source of form drag, including expansions, restrictions, inlets, and outlets [3]. 
Since there are so many turns in the serpentine design compared to other sources of drag, it appears 
reasonable to ignore other losses. 

Results and Discussion 

The thermal energy balance calculations illustrate the strong dependence heat and power genera­
tion have upon variables such as the stack temperature, current density, and air flow rate through each 
cell. The cell voltage varies significantly as these parameters are altered, thus imposing a wide range of 
values upon the total cell area necessary to deliver the desired stack wattage. For a 180 watt stack, with 
cell areas of 100 cm2

, the number of cells in the stack must be anywhere from 15 at operating condi­
tions of290 mA/ cm2, 363 K, and two liters/ min of air, to 177 at 25 mA/ cm2

, 293 K, and 0.4liter/ min. 
Since the number and area of cells in the stack are fixed once the system is built, the sizing must be 
matched to the envelope of possible operating conditions. 

Other variables such as the inlet temperature and relative humidity of the air stream influence the 
heat removal capabilities of the system. Cool dry air will remove more heat through evaporation than 
will warm humid air, and in certain regimes, the air can actually cool the stack, as shown in Figure 4. 
Cooling occurs when the heat removal rate required of the liquid stream falls below zero watts. In these 
instances, a recuperator on the cathode side may provide a solution to the cooling problem. Other 
than the air flow rate, all of the variables associated with the inlet air are dictated by the ambient 
conditions. A recuperator, which transports water from the cathode exhaust to the inlet air and acts as 
a heat exchanger, would be a means of altering the inlet temperature and water content to control beat 
loss through the air stream. 
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350 .---------------------------------------------------------------, 

300 

.. 
7;; 250 
!. ... 
u 
J! 200 .. 
~ 
c; 
.. 150 
.; 
e 
~ 100 
0 
E 
! 

: 50 ---

---
---------
---- --

--

---------------
---

RH = 0.50 

------
RH = 0.25 ___ - - -----------

::r: L- - -------- ------- -----RH = 0.00 ---- -- ------------ ---- ----------
0 - ---
2 8 ___ _ .3&()"·-· ·:Jo2' ' 304 306 3 0 8 3 10 312 3 14 316 3 8 

-soL-------------------------------------------------------------~ 
Inlet air temperature (K) 

Figure 4. Required heat removal rate as a function of cathode inlet temperature and relative humidity. The stack 
temperture is 333 K, the current density is 100 mA/ cm2, and the air flow rate is 2liter/ min per celL 

As the fuel cell stack will be insulated from its surroundings, the liquid stream is responsible for 
removing the balance of heat generated in the stack. Since water and methanol have such high heat 
capacities compared to that of air, the temperature of the liquid stream will not increase significantly 
from entrance to exit. Figure 5 shows the effect of flow rate (per cell) and inlet temperature upon the 
exit temperature of the liquid stream at a current density of 100 mA/ cm2

, air flow rate of2 L/ min, 
stack temperature of 333 K, and ambient conditions of 50% relative humidity and 318 K. 

Though much of this model focuses upon heat sources and sinks, the balance of water in the 
system is also critical in maintaining steady state operation. Water is produced via reduction of oxygen 
and crossover combustion at the cathode and is removed primarily by the air stream as it becomes 
saturated with water vapor. Figure 6 shows that the fraction of water removed can exceed one even at 
relatively low flow rates when the inlet air is cool and dry, another indication that a recuperator should 
be used on the cathode side. An alternative to the recuperator is an air-cooled condenser linked in 
series with a gas-liquid separator, which would remove water as liquid from the exhaust air (to be 
vented), and return any necessary make-up water to the methanol mixing tank. 
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Figure 5. Outlet temperature of methanol stream as a function of methanol flow rate and anode inlet tempera­
ture. The stack temperature is 333 K, the operating current density is 100 mA/ cm2

, the air flow rate is 2liter/ min 
per cell, the ambient temperature is 318 K, and the relative hwnidity is 0.5. 
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The data generated from this and other thermal energy models are helpful in sizing ancillaries 
such as the condenser or recuperator on the cathode side and radiators on the liquid side. The power 
generated by the stack minus the power required for cooling and pumping the fluids is the quantity to 
be maximized in the overall system design. As far as pumping goes, the air stream will require much 
more power than the liquid stream, due to the properties of both fluids and the fact that much more 
air than liquid is pumped into the stack. Therefore, the pressure drop on the cathode side of the cell 
has been studied in greater detail. 

The pressure drop analysis of both the waffie and serpentine flow field designs yielded a direct 
proportionality between flow rate and pressure drop. As expected, the pressure drop for the waffle 
pattem was significantly lower than that of the serpentine paths. Pressure drop depended on several 
geometric factors, including the length, width, and depth of channels, as well as upon the number of 
channels in each cell. For a 2-serpentine path flow field of length and width 2.680 inches, with a 
channel width and depth of 47 and 36 mils respectively, the total pressure drop associated with a flow 
rate of lliter per minute was 0.842 psi. The number of turns for each serpentine was 16. On the 
contrary, the pressure drop for an 8 by 13 grid of channels in a flow field of the same dimensions and 
under the same flow conditions was only 0.0216 psi. The pressure drop declined as the number of 
channels in the flow field grid was increased. Similarly, the pressure drop in the serpentine flow field 
decreased as more serpentine paths were added. These are obvious results of the fact that for a con­
stant overall flow rate, the flow rate per path diminishes with an increasing number of paths. Thus, the 
pressure drop across each path is lower, as is the overall pressure drop. It also makes intuitive sense that 
the pressure drop should be lower for the waffie design than for a serpentine design, as the latter 
contains fewer paths of greater length, with tuming losses to boot. In the limits of n serpentines with 
no turns, and a waffie pattem with n channels inane direction only, the two designs are equivalent. 
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Figure 6. Ratio of water removed by the air stream to water produced via crossover combustion and electro­
chemical reaction, as a function of air flow rate and ambient temperature. The stack temperature is 333 K, the 
current density is 100 mA/ cm2, and the relative humidity is 0.5. 
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One element that was not accounted for in this flow field model was the effect water accumulation 
has upon pressure drop. Such accumulation would lead to a higher pressure drop via one or more 
mechanisms. If water plugs form, completely blocking the channel, a higher pressure will be necessary 
to push them through the flow field, as the viscosity of water is greater than that of air. If instead the 
water forms as a film on the walls of the channel, surface tension will make water removal more diffi­
cult, and the channel will be constricted. Since pressure drop is inversely proportional to the fourth 
power of the hydraulic radius, any constriction will raise the pressure drop significantly. 

Conclusion 

As indicated by the results of heat and water removal calculations for the cathode side of the fuel 
cell system, the inlet temperature and water content of the air stream will have to be controlled if the 
system is to be operated over a wide range of ambient and stack conditions. Further calculations and 
refmement of the current model are necessary in order to determine which conditions will necessitate 
the use of a recuperator or some other mechanism to humidify the air stream. Various models of the 
direct methanol liquid feed fuel cell may be designed and manufactured according to the specific 
application, and a recuperator or other type of humidifier will most-likely not be required in all cases. 
The number of cells and cell area will also depend upon the application, as there is a trade-off between 
minimizing stack weight and size and maximizing the net power deliverable at a given current density, 
temperature, and reactant flow rates. 

The model used for pressure drop calculations does not yield highly accurate quantitative results, 
but it does serve as a valid qualitative tool for comparing one flow field design to another. Refining the 
model to account for water blockage will require further experimental work upon two phase flow in 
channels and serpentines. If studies that relate the pressure drop to the quantity of water produced at 
the cathode are carried out, much of the model will become obsolete, as a correlation would replace 
several of the equations derived from theoretical considerations. 

Other limitations in the fuel cell model include the narrow range of temperatures, current 
densities, and air flow rates over which the voltage and crossover correlations yield reasonable predic­
tions. Furthermore, these values depend upon other parameters as well, such as methanol concentra­
tion and flow rate, but have not been evaluated experimentally as the parameters are varied. Fortu­
nately, any further experimental work will lead to improved correlations which can be easily inserted 
into the present model. 

The next step in the modeling process will be to size system components such that steady state can 
be achieved under the most severe operating conditions. A series of calculations will be made over the 
range of all relevant parameters in order to optimize system size, efficiency, and net output Sensitivity 
analyses will aid in determining which parameters most seriously impact system performance, and thus 
require the highest degree of control. Once the properties of all ancillaries and control mechanisms 
are fixed, the model will undergo a fmal revision with this set of properties as a static basis for further 
calculations. 
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Analysis of Jovian S-J..lM Hot Spot Reflectivities Using Hubble Space 
Telescope Date 
Andreas c. Tzlolas, University of Leicester, and Glenn s. Orton 

Hubble Space Telescope (HST) data has been widely used in supporting the Galileo mission and has played a key 
role in characterising the Probe Entry Site hot spot. HST images, as all others, need to be rigorously calibrated 
before they are used to drive and support the science returned from Galileo. This process includes bias subtrac­
tion, dark reduction, flat-fielding, cosmic ray compensation, geometry correction and finally "absolute" photo­
metric analysis. The data returned by the Galileo probe, are now being challenged with data from many sources, 
the best resolved of which are HST data. 

Photometric analysis of the Probe Entry Site (PES) has not been performed before and there is interest in the 
results of such a study. Local reflectivities for the PES and a neighbouring hot spot have been examined for dates 
spanning from April 1995, through to October 1996. Multiple wavelengths were examined making good use of the 
Wide Fteld and Planetary Camera mark ll (WF /PC2) data available and producing reflectivity spectra for each 
epoch that are consistent with ground base observations, such as those from NASA's Infra Red Telescope Facility 
(IRTF). 

All verify the unpredictable nature of the events that sustain hot spot regions. Thus, the reflectivity variations have 
been recorded for each wavelength throughout the time period examined. A neighbouring hot spot that interacts 
with the PES hot spot has also been monitored in the same respects, in an attempt to lay down a pattern of 
behaviour for the always restless Jovian hot spots and atmosphere. 

History of Observations 

The highest resolution data from Jupiter available, since the observations performed by Voyager, 
involve sets both preceding and following the epoch of the probe entry, come from the WF / PC2. With 
the Planetary Camera and its 0.0455 arcsec/ pixel resolution, the 5iun hot spot was investigated using 
filters relevant to wavelengths spanning from the far ultra violet to the near infra red, as listed in Table 
l. 

Coincident observations of the PES in visible wavelengths with the HST were inhibited by Jupiter's 
near solar conjunction, that brought the planet a mere go from the Sun. However, supporting the time 
of the Galileo probe entry are data sets from the 4th and 5th of October 1995. Cycle 5 data from the 5th 
of March 1995, the 14th of May and the 27th of June 1996, complement the data used in this 
characterisation. Other sets either portray a rather diverse image the 5-j.lm hot spot, from the one 
known from the 7th of December, or do not include it at all and were not included in this investigation. 

Scaling to Reflectivity Units 

To scale each pixels intensity (DN) to local reflectivities, the data were calibrated using 
Photocalibration factors provided by Karkoschka et al (1994) and completed with assistance from Kathy 
Rages et al (1995). The albedo values were found by multiplying the filter and instrument transmission 
curve with the solar spectrum and then convolving this with Jupiter's albedo spectrum. The following 
simple equation was used to derive the reflectivities from the images: 

II F = DN *factor 
(exposure * 10,000 

Where, texposure is the exposure time in seconds and 10,000 is a normalising factor. There were 
factors missing however, most importantly for the Red, 673nm fllter. In this study, the 673nm data play 
an important role as visual and infrared data are compared. Hence, a multiplicative factor was calcu­
lated that converts pixel brightness (DN) to local reflectivity units (1/ F) . This factor obeys the relation: 

DB factor= Karlcosclco 

DB Image 

Here, DBKarkoshka is the average disk brightness, found by convolving Karkoschka's full disc 
albedo spectrum with the corresponding filter response profile and DBimage is the disk brightness 
calculated for each image. The filter function of the F673N filter, is a narrow band filter that includes 
emission lines from SII (671.6 and 673.lnm) and was designed to have a dimensionless bandpass 
profile. Thus it is sharp enough to omit convolving the albedo average with the filter function, without 
inducing unprecedented errors. 
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It is often the case with PC images, to have an entire side of the planet cut from the image, due to 
the huge resolution of the camera. When averaging the disk brightness, one does not include one of 
the dark limbs of the planet with the result of getting an inaccurate average from the rest of the disk. 
This introduces an -5% error that covers the inherent error when doing Photocalibration with factors, 
a conclusion also supported by Chanover et al (1996). There are ways of compensating for this problem 
and this involves studying the HST's and Jupiter's orbits and finding images that include the limb 
missing. Attention must be paid to match the incidence ll and reflectance angles 110 of radiation from 
the Sun. 

Table 1 includes the Photocalibration factors used to reduce the images. The multiplicative factors 
used for the F673N fllter were 4.402*10-4 for the May 1996, PC data and 1.128*10-3 for the June 1996 
WF data. Note they are dependant on the camera and gain used to take the image. 

Umb Darkening EHects 

The data was accumulated from a range of dates, making them difficult to compare. Limb darken­
ing, which occurs only in the Sun and Jupiter, due to its size, is a condjtion in which the brightness of 
the object decreases as the limb of the planet is approached. In the data sets examined, the 5itm hot 
spot was often close to the limb of the planet, making it susceptible to limb-darkening effects that 
distort the true reflectivity of the features under examination. 

When correcting for limb darkening in the Sun, it is often the procedure to determine the radial 
average reflectivity, that is along each radius and then divide all the data by this value, effectively 
normalising to that value. Another way to compensate for limb darkening involves taking the 2-D 
Fourier transform of all data and removing the low order terms. When the image is reconstructed from 
the high frequency components, the image is free of the lower-intensities that caused the limb darken­
ing. No model is assumed in this treatment and is a good way of making the image equally bright. 
However, a more mathematically orientated approach was used, as the effects of the Fourier transform 
method on the data was unknown. This involves modelling the actual reflectivity variations with the 
following, the Minneart function: 

I I F = I I FMea.sured 

p!' * J.L~k-1 
Where the measured local reflectivity is normalised via dividing by expressions of the emission and 

incident sunlight cosine angles 11 and llo• respectively. 
We can see that the larger the coefficient, the less dependent the limb darkening is and the more 

it resembles sunlight reflected off an isotropically scattering globe. For short-wave fllters where Rayleigh 
scattering is important this does not hold and k is around 7 (Beebe et al). For longer wavelengths where 
a larger component of the radiation is reflected light from a rough clouded structure, where the scale 
of the structure is small relative to our resolution element, the Lambert case, k=1, is more appropriate 
at "Red" wavelengths without molecular scattering. At 893nm, where CH4 absorption is very strong, 
little reflected light is returning and again k approaches 1, because the light is reflected off of the high 
clouds and is more dependent on solar illumination than anything else. 

Table 1. Karkoschka Photocalibration Factors 
Ft.lter WFGain PC Gain 
F218W 810.00 H o.oox 
F255W 144.50 H 677.00 H 
F336W 5.20 L 25.30 L 
F410M 4.70L 23.00 L 
F547W 0.33 L o.oox 
F555W o.oox 0.72 L 
F953 24.00 L 57.30 H 
FQCH 13.00 L 61.40 L 
FQCH4 13.00 L 31.40 H 

4 

Only wavelengths that were to be compared to the NSFCAM data were corrected for limb darkening. 
In an attempt to customise the Minneart equation to our reflectivity model and our observations, the 
dependence of llo was assumed independent of k, giving the model more flexibility. Hence, the new form: 
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By fitting this equation to the data, the k, I values that correspond to each wavelength of observa­
tion were determined. Specifically, the values that resulted in an intensity flattened image were aver­
aged for each wavelength and comprise Table 2. As 11. !lo approach 1, it was proven difficult to discrimi­
nate between their individual contributions to the limb darkening affect and thus their average sum 
value was used, along with the standard deviation of the k, I values about their mean, as shown in Table 2. 

Table 2. Minneart Limb Darkening Correction Factors 
A.nm 
410 
555 
673 
893 
953 

k 
0.59 
0.44 
0.34 
1.06 
0.58 

Correlation of V Isual • Infra Red Data 

I k+l 
0.34 0.93 
0.60 1.04 
0.69 1.03 
0.20 1.03 
0.70 1.28 

(J 

o.to 
0.06 
0.06 
0.06 
0.18 

The HST datasets taken with the WF / PC2, were coupled with data from the Near Infrared Cam­
era/ Spectrometer (NSFCAM), an facility instrument of NASA's Infrared Telescope Facility (IRTF). The 
closest incident data and their observation time intervals are described in Table 3. The time difference 
and separation of features are crucial in this treatment. Time is in Universal Time (UT). 

Table 3. HST- !RTF Coincident Observations 
HST IRTF PES 
Date Time Date Time d(time) d (degs) LCMlll 
04/ 03/ 95 18:24:16 08/ 03/ 95 20:23:13 -97:58:57 -20.17 207" 
04/ 10/ 95 20:39:16 04/ 10/ 95 05:06:30 +15:32:46 +3.19 102" 
27/ 06/ 97 03:07:16 26/ 06/ 96 07:18:18 -19:48:58 -4.07 12" 

As an additional step to the calibration, the consideration that there may have been shifts in the 
global reflectivity of jupiter in the 7 to 8 month interval between HST observations though, something 
that would add to the lack of homogeneity in these observations. The disc average reflectivity between 
observations, with comparable time lapses, were investigated by Chanover et aL Limb-to-terminator 
scans showed reflectivity variations of -6% and phase angle differences of the planet, between the two 
dates, affected the I/ F by -4%. Corrections were not made on the data, but this was taken into consid­
eration as an added error. 

Figure 1 shows a comparison of the 4.781-!m thermal radiance measured by the NSFCAM at the 
IRTF with the 953nm and 41 Onm reflectivity measured by the HST Planetary Camera for the October 
1995 epoch. The 10° latitude by 20° longitude region centered on the feature at 6.5°N planetocentric 
latitude are shown in the adjacent panels. The upper panel is an enhanced colour composite taken 
from cylindrical projections of HST PC images. The lower panel is the same region taken from an 
NSFCAM IRTF 4.78)lm image. The HST image has been shifted in longitude to match the motion of 
the hot spot during the short time separation between the two observations, as summarised in Table 3. 
The linear regression fit to the data excluded points with thermal radiance less than 0.06 W / m 2 / ster I 
!liD. The correlation coefficient for the 953nm vs. 4.781-!m radiance is 0.66 and for the 410nm vs. 
4.78!lm radiance is 0.41, in a negative sense. The data from june 1996 were also correlated and corre­
lated to 0.91 and 0.52, respectively. 

Figure I. Visual/ IR Correlation Plot 

4.78~-n NSF CAM Vs 41 Onm HST 1/F 
October 1995 

HST - WFPC 2 
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The predominant "Blue" colour the hot spots display in the visual raised many questions, which 
were partially resolved by the correlations described above. A class of cold points at 4.78~, spotted by 
Orton et al (1997) with radiance less than 0.07 W/m2/ster/~, particularly prominent in the 1995 
data, represents a wide range of high reflectivity values at both 953nm and 410nm. These points 
correspond to regions in the lower half of the images, which belong to the Equatorial Region. Regions 
with higher 4.78J..Lm radiances are clearly correlated with lower 953nm reflectivity, i.e 1/F < 0.60. For a 
given radiance, the spread ofi/ F values at 953nm is 0.05 or less for October 1995 and --0.08 for June 
1996, when ground based observations were poorer. 

All hot spots seem to be better defined in the "Red" than in the "Blue", as the absolute correlation 
coefficients are 0.5 or less and the spread of 1/ F values are --0.20 at best. In Figure 3 the latitudinal 
variations of the hot spots at 953nm and 41 Onm are plotted, possibly revealing the source of this 
discrepancy. For both epochs of observations, the PES is a distinct feature at 953nm. This is not abso­
lutely true as the feature 's contrast is much lower at 410nm, where the northern boundary extends 
towards the North Equatorial Belt and becomes indistinguishable. 

To solve the mystery of the blue colour 5-ilm hot spots assume in the visual, a hypothesis was 
suggested by West et al ( 1986), who suggested that only differences in_ large particle populations are of 
effect, although they could be considered negligible at such short wavelengths, according to Irwin et al 
(1997) . A solution has been offered by Orton et al (1997), that suggests a combination of the above two 
opinions, as a mixture of particles of various sizes, all with different single scattering albedos in the 
visible, can emerge as a chromophore component of the atmosphere, hence providing a justification of 
the predominant blue colour, the hot spots assume in the visible. 

Latitudinal Reflectivity Yartatlons 
The Galileo probe entered the southern end of the 5-ilm hot spot. The range ofWF / PC2 

filters used in the coincident observations described in Table 3, allowed the hot spot to be compared at 
several wavelengths. This approach hints towards the chemical composition of the hot spot. Most 
interesting was the comparison of the "Blue" and NIR wavelengths, 410 and 953nm. At 410 nm the hot 
spot is less defined and becomes barely visible, towards the North. In the NIR regime though, the hot 
spot displays much more structure and is well defmed. Figure 2 displays a comparison of their 
reflectivity variations with latitude, centered at 6.45° North, in Local Central Meridian System III 
(LCMIII) co-ordinates, which assume a solid spinning nucleus for Jupiter, coherent with the planets 
magnetic field . The false color images represent what the hot spots look like in the wavelengths com­
pared, where the regions compared are pointed out by the arrow. 

Ftgure 2. Comparison of Latitude Scans 
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In the October 1995 data, the reflectivity variations in the "Blue" change smoothly with the "Red". 
The June 1996 data is considerably more structured, especially in the "Red", but the variations still 
follow the same gradients The relative images of the hot spots at those wavelengths, portray what the 
plots are describing. Hot spots are significantly more defmed in ' IR wavelengths. In the 9 months 
between these observations tl1e PES hot spot's characteristics started or, should we say, continued to 
fluctuate , as is the case with hot spots in general. These fluctuations began dispersing the hot spot's 
limbs, causing the fluctuations seen in the figure . 

Spectral Variations of the PES and 5-J.Lm Hot Spot 

In an attempt to characterise the PES and compare it to the morphology of the specific and other 
5-!J.m hot spots, the reflectivity history of the spot in interest was determined for the various epochs of 
HST observations. As it was determined, the probe entered the southern part of the hot spot, at a 
latitude of 6.45° N LCMIII. For comparison, a neighbouring S!J.m hot spot that trailed the PES by 40°-
450was selected to be investigated, because the two shared the same latitude, form and brightness 
temperature. The observed reflectivity has been adjusted to emission and incidence angles of 45° each. 
The reflectivities are taken from a 1 o span of longitude centered on the PES and error bars represent a 
combination of the variance of the measured I/F values and the propagation of uncertainties of the 
Minneart coefficients used to adjust to a common geometry. Not shown is a -5% uncertainty in the 
absolute calibration affecting all the data. 

Figure 3. PES, Trailing and 5 j.lm Hotspot Spectra 
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The high reflectance at 555mn (Green), 673nm (Red) and 953nm (NIR), along with the strong 
absorbance at 892nm, where gasaeous CH absorption occurs, is expected of this plot and serves as a 
cross check to the validity of the data. 

4 

The PES reflectivity spectrum and that of the centre of the 5Jlm hot spot, defmed by the latitude 
at which the "Red" reflectivity was a minimum, as seen in figure 2, are very similar, as expected, with 
the maximum I/ F deviation reaching 0.1. The spectrum from the companion hot spot, also has negli­
gible variations from the other two. Although the morphology and 51J.m radiance varied over the 
October 1995-June 1996 period, the visible spectrum did not. At the time of the probe entry, it is safe 
to conclude that the hot spot's condition was nominal and hence the data collected by the probe are 
representative of the Jovian atmosphere. All evidence is pointing towards the conclusion that hot spot 
reflectivities do not vary drastically in this frequency range. 

Overall, the three spectra have well correlated points and display a certain overall consistency. At 
short-wave frequencies there is an increased distribution of reflectivities in the trailing hot spot, within 
reasonable error. The spectral characteristics of these two hot spots are consistent and this result can be 
extended to the bulk of hot spots that fit the thermally elevated regimes in this belt, further known as 
5Jlm hot spots. 
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Conclusions 

By observing 5-p.m hot spots in the lR and visual we see that "Red" radiance is dominant. The 
"Blue" wavelengths seem to emphasise high cloud tops which camouflage and help blend the area with 
the Northern Equatorial Belt, which is characterised by high ammonia clouds. Their peculiar blue 
colour in the visual is most likely caused by the interaction of various molecules with different sizes and 
origins. Two cloud layers, an upper tropospheric cloud based between 350 and 460mbar, and a lower 
tropospheric cloud between 1.5 and 3.0mbar, identified by Stewart et al (1997) could be the origins of 
these two types of molecules, that otherwise reside in their individual pressure heights. The assumption 
is made that they are independently non-chromoactive, but their combination provides sufficient 
scattering characteristics as to reflect this predominant blue, that is now well coupled with Sflm hot 
spots. 

The spectra produced, enabled the comparison of the hot spot PES, minimum and other hot 
spots, revealing the astonishing coherence of characteristics , even though during the epoch of observa­
tions the PES hot spot grew through it's "life cycle", from emergence to dissipation. Strong evidence of 
an permanent underlying mechanism that systematically produces hq~ spots with specific characteristics 
is now found. This points towards a large scale phenomenon focused at the equatorial region and 
spanning ±l ()<> North and South, that results in vertical cloud motions and the rise of material from the 
depths of the atmosphere, the mysterious force driving the emergence and demise of Sflill hot spots. 
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Analysis of Two Aspects of the Ethylene Signal Transduction Pathway in 
Arabidopsis thaliana 
Alfred Wang, Jlan Hua, and Elliot M. Meyerowitz 

Studies of the signal transduction pathway of ethylene in the model plant Arabidopsis thaliana has led to the 
discovery of several ethylene receptor genes, ETRJ, ERS, ETR2, EIN4, and ERS2. During studies on the ethylene 
receptor gene ETR2, a weak extragenic suppressor of the etr2-1 mutation was isolated and named solh (~ppressor 
g_f long }!ypocotyl). The solh mutant displayed a phenotype in between that of wild type plants and ethylene 
resistant plants, having shortened hypocotyls, slight apical hooks, and long roots. Genomic mapping of the gene 
using Simple Sequence Length Polymorphisms (SSI..Ps) and Cleaved Amplified Polymorphic Sequences (CAPS) 
has localized the gene on chromosome five of Arabidopsis. Mutant analysis suggests that the SOUl gene is 
reponsible for hypocotyl elongation in etiolated seedlings. In addition to SOUl gene, tests were performed on the 
interactions of CTRl, a negative regulator of the ethylene response, with the ethylene receptors ETR2, EIN4, and 
ERS2. Previous studies have shown that the receptors ETRl and ERS directly interact with CTR.l in several in 
vitro assays. No such interactions were observed in the two-hybrid assay between CTR.l and the other ethylene 
receptors ETR2, EIN4, and ERS2. This result suggest the possibility of the existence of functional differences 
among these receptors. 

Introduction 

Ethylene, the widely known fruit ripener, regulates several processes in plant development includ­
ing leaf senescence, flower abscission, and seed germination (1) . It has also been implicated in the 
responses of plants to certain environmental stresses, such as wounds and bacterial infection. The role 
of this colorless gas in these important aspects of plant growth have made it an attractive target in plant 
research. A complete understanding of the ethylene signal transduction pathway could have significant 
applications in the agricultural and farming industries, resulting in the production of healthier and 
longer lived crops, as well as fruits and vegetables with a prolonged shelf-life. Significant progress has 
been made in recent years in understanding the molecular pathways involved in ethylene perception. 
More than a dozen players have been identified in the signal transduction pathway. The small genome 
and short generation time of the mustard weed, Arabidopsis thaliana, make it an ideal model for study­
ing the ethylene signal transduction pathway in plants. 

The approach taken to elucidate the molecular mechanisms of ethylene signal transduction has 
been to isolate mutants defective in ethylene perception, and to identifY and study the genes respon­
sible for the defects. In plants, ethylene confers a characteristic 'triple response' in etiolated seedlings 
which is useful in screening for ethylene response mutants. The triple response consists of a shortening 
and radial swelling of the hypocotyl, severely stunted root growth, and a severe apical hook. Defects in 
the ethylene receptors confer a lack of this phenotype, causing the seedlings to lack an apical hook, 
and to have long, slender hypocotyls and long roots. Several of these ethylene insensitive mutants have 
been isolated and characterized, and the genes responsible for the defects have been cloned. Among 
them is the etr2-1 mutant, which has an ethylene resistant phenotype due to a dominant missense 
mutation in the ETR2 ethylene receptor gene ( 1 0). In order to better understand the nature of the 
ETR2 ethylene receptor, suppressor screens were performed on etr2-1 mutants that reverted back to the 
wild type ethylene response phenotype, which would imply a redundant role for ETR2 in ethylene 
perception. A mutant with these characteristics was isolated and named as solh (~uppressor Qflong 
hypocotyl). The solh mutant expressed an incomplete suppression of the ethylene resistant phenotype, 
resulting in seedlings with short and radially swelled hypocotyls, slight apical books, but long roots 
characteristic of ethylene resistant plants. Here, we describe the phenotype of this suppressor and the 
solh mutant by itself. The location of the mutation in the Arabidopsis genome was also determined using 
simple sequence length polymorphisms (SSLPs) and cleaved amplified polymophic sequences (CAPS). 

ETRl 
ERS 

C H -1 ETR2 ~ CTRl -1 responses 
2 4 

EIN4 
ERS2 

Figure 1. The proposed ethylene signal transduction pathway in Arabidopsis. 
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CTR1, a negative regulator of the ethylene response, lies downstream of the family of ethylene 
receptors (Fig. 1). It has recently been shown that the ethylene receptors ETRl and ERS interact 
directly with CTR1 in the two-hybrid assay and coimmunoassay, suggesting that there are direct physical 
interactions between these receptors and CTR1 (2). It was then questioned whether the homologous 
ethylene receptors ETR2, EIN4, and ERS2 could also interact directly with CTRl. This physical interac­
tion was tested with the LexA version of the yeast two-hybrid assay. 

Materials and Methods 

Plant Growth and Crosses 
Seeds resulting from plant crosses were grown on MS (Murashige-Skoog) 1% agar plates. These 

plates were then wrapped in aluminum foil to prevent light exposure, and cold treated at 4° C for three 
days to enhance and obtain synchronous germination, and then exposed to four hours of light before 
being re-wrapped in foil and placed in the ethylene chamber. The plates were exposed to 10 ppm of 
ethylene for three days at which time they were ready to be scored for their phenotype. 

Plant Gerwtyping 
Plants were genotyped using the Polymerase Chain Reaction (PCR) and synthesized oligonucle­

otide primers designed to only amplify specific alleles. Plant tissues for PCR were prepped using a 
boiling preparation consisting of boiling a leaf piece for 45 seconds in 40 f.1l of 0.25 M NaOH, and then 
another 2 minute boiling after the addition of 40 Jll of HCl and 20 Jll of 0.5 M Tris 8.0. PCR products 
were run on 2-4% agarose gels, depending on the size of the PCR product/ s. 

Mapping of SOI.Jl 
Genomic DNA was extracted from the leaves of plants according to Konieczny et aL (5). This 

concentrated DNA was eluted in 50 Jll ofwater, and stored at-20°C. Polymorphisms between ecotypes 
were then detected using either SSLP primers or CAPS primers and PCR using 1 Jll of the DNA sample, 
2 Jll of deoxyribonudeotides, 2 Jll of 1 Ox Mg PCR buffer, 0.5 Jll of forward and reverse primer, and 0.3 
Jll of Taq Polymerase, in 14 Jll of H 0 . Cycling temperatures were 94 °C for 15 s, 55°C for 15 s, and 72°C 
for 30 s, for 40 cycles. When possible, hot start PCR was utilized to prevent non-specific amplification. 
This was done by making a bottom cocktail consisting of the primers, deoxyribonucleotides, and DNA 
and a top solution consisting of Taq Polymerase and the Mg buffer, which was added after the solution 
had reached 94°C (denaturing stage) . All 20 Jll of the PCR product were run on 4% agarose gels along 
with 3 Jll of loading dye. Usage of CAPS primers required an additional restriction digest of the PCR 
product to detect polymorphisms. Typically, 5 Jll of PCR product was used in a 20 f.1l overnight digest. 

Plasmid Construction 
PCR was used to amplify the histidine kinase and receiver domains of ETR2, EIN4, and the 

histidine kinase domain ofERS2 using specific primers with a BamHI linker (GGATTC) to facilitate 
subsequent restriction digest analyses. The PCR consisted of 0.6 Jll of eDNA, 4 Jll of 1 Ox PCR Buffer 
with Mg, 0.6 Jll of PFU Polymerase, 2 Jll of forward and reverse primers, and 27 f.1l of sterile H 0. The 
PCR products were then ligated to a Zero Blunt Vector (Invitrogen) using 1 Jll of T4 DNA Ligk;e, 1 Jll 
of lOx Ligation Buffer, 2 Jll of the vector, and 4 Jll of the PCR product, in 2 Jll of H 0. The ligations 
were incubated at l6°C for three hours, and then transformed into competent E. loti cells. The cells 
were then plated on LB Kan (Kanamycin) agar plates to select for transfonnants, by incubating over­
night at 37°C. Plasmid mini preps (QIAGEN) were used to extract the plasmid DNA from the 
transformants. BarnHI restriction digests were used to cut the insert from the vector and run on a 1% 
agarose gel. The insert was then cut out from the gel and purified (Bio-Rad Prep-A-Gene) . Simulta­
neously, the vector containing the DNA Binding Domain (pLexA-NLS) was also linearized with Barn HI 
and dephosphorylated with shrimp alkaline phosphatase, and gel purified (Bio-Rad). A final ligation 
consisting of 1.5 ml of the purified insert, 1.5 ml of the vector, 0.5 ml of lOx ligation buffer, 0.5 ml ofT4 
DNA Ligase, in 1 ml of H 0, fused the histidine kinase and receiver domains of the ethylene receptors 
with the dephosphorylate~ vector containing the LexA DNA Binding Domain (pLexA-NLS) . Orienta­
tion of the inserts was checked using restriction digests ( EcoRI for ETR2 and EIN4, Pstl for ERS2). 
Clones with the correct insert orientation were then sequenced to check for errors. 

Two Hybrid Assay 
Co transformation of the plasmids into competent yeast cells was performed according to the 

Clontech MATCHMAKER lithium acetate protocol. Transformed yeast cells were plated on -His/ -Leu/ ­
Trp and -Leu/ -Trp SD agar plates and incubated at 30°C. Surviving transformants were then restreaked 
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onto a new -His/ -Leu/ -Trp SD plate and allowed to grow for 2 to 3 days. ~>-galactosidase filter assays 
were performed on these transformants. A fresh nitrocellulose filter was first submersed in a solution 
consisting of 16.1 g/ 1 ofNa HPO • H 0 , 5.5 g/ 1 ofNaH PO • H 0 , 0.75 g/ 1 KCl, 0.246 g/ 1 MgSO • 
7H 0 , 2.7 ml/1 ofl}-mercap

2
toethlnol,

2
and 16.7 ml/1 ofZo mg/ mfX-Gal in a 100 mm petri dish. 1.~ ml 

of this solution was used for each 100 mm filter. Another fresh filter was placed over the surface of the 
SD plate containing the transformants. This filter was then lifted from the plate and placed in a pool of 
liquid nitrogen for several seconds until the filter was frozen, colony side up. The filter was then 
allowed to thaw to room temperature. This freeze/ thaw process was performed three times. The ftlter 
with the colonies was then placed colony side up on the X-Gal saturated filter. These were then incu­
bated at 30°C and checked periodically for the appearance of blue colonies. 

Results 

I. Chraracterization and Mapping ofSOLH 
The solh mutation was isolated from the etr2-1 mutation which confers ethylene resistance. Wild 

type seedlings grown in ethylene usually have very short and fat hypocotyls, very short and hairy roots, 
and an exaggerated apical hook. Ethylene resistant mutants, such as etr2-l, usually have long hypocotyls 
and roots, and lack an apical hook. The solh mutation is recessive, and appears to partially suppress the 
etr2-1 mutation. solh;etr2-1 double mutants grown in ethylene have short and thickened hypocotyls, 
slight apical hooks, and long roots. A similar phenotype is seen in solh;etr2-1 double mutants grown in 
the absence of ethylene. 

Mapping of the SOUl gene involved crossing the solh mutant in a Columbia (Col) ecotype to a 
wild-type Landsberg (Ler) ecotype plant. F2 plants segregated three phenotypes; wild-type (ethylene 
sensitive) , ethylene resistant, and solh. F2 plants were screened in ethylene to select for plants with the 
solh phenotype (short hypocotyl with long root). Genomic DNA was extracted from these plants, which 
was then used for mapping. Mapping of the SOU/ gene was performed using a series of SSLPs and 
CAPS on the mapping population. A total of 38 plants were used. The following SSLP or CAPS markers 
were used to map the gene (CAPS are italicized): 

Chromosome 1: nga248, nga111 
Chromosome II: nga168, GPAJ, m429 
Chromosome Ill: nga6 
Chromosome IV: nga8 
Chromosome V: nga225, nga249, ca72, ngal06, nga139, nga76, DFR, I..FYJ, ASAl 

Loose linkage was first observed from the CAPS marker DFR, located on chromosome five. A 
series of SSLP and CAPS markers was used until the SOU/ gene was mapped onto chromosome five, 
approximately 3 centimorgans north of the nga106 SSLP marker (between nga 106 and nga249). When 
the nga1 06 SSLP was used, only two recombinants were detected in the population of 38 plants. 

II. Two-Hybrid Assay to Test the Interactions between CTRJ and the ethylene receptors ETR2, EIN4, and 
ERS2 

The direct interaction between CTRl and the ethylene receptors was tested using the LexA version 
of the yeast two hybrid assay (3) . The two hybrid assay is used to detect the direct physical interaction 
between two target proteins in vivo by utilizing the gene regulatory properties of the LexA operators. The 
LexA operators consists of two physically distinct components, the activation domain and the DNA­
binding domain. Transcription of a gene under the control of this operator system can only occur when 
the activation domain is in direct physical contact with the DNA-binding domain. This transcriptional 
regulatory system can be used to determine if two proteins of interest have direct physical interactions. By 
creating a fusion protein composed of one target protein and the LexA DNA-binding domain, and 
another fusion construct consisting of another target protein and the LexA activation domain, interaction 
between the two target proteins can be detected by monitoring the expression of a reporter gene regu­
lated by the LexA operators. If interactions between the two proteins exist, their physical contact will 
allow the LexA activation domain to contact the LexA DNA-binding domain, initiating transcription of 
the reporter genes. If no interactions occur between the target proteins, the LexA activation domain is 
prevented from interacting with the DNA-binding domain, resulting in no expression of the downstream 
reporter genes (Fig. 2). If interactions do exist between the two target proteins, the strength of their 
interaction can also be determined by measuring the expression levels of these reporter genes. 
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Transcription 

Figure 2. Concept of the LexA Two-Hybrid Assay. In the case on the left. CTRl and ETRl have physical 
interactions, activating the transcription of the HIS3 and LacZ reporter genes. On the right. CTRl and ETR2 
have no interactions, resulting in no transcription or expression of the two reporter genes. DNA-BD represents 
the DNA-binding domain and AD represents the activation domain. 

Our assay relied on the cotransfonnation of two protein fusions consisting of one of the ethylene 
receptors fused to the LexA DNA Binding Domain and the CfRl protein fused to the LexA Activation 
Domain into a yeast reporter strain (L40). Protein interaction was detected by the expression of two 
reporter genes: HISJ, which confers viability on media lacking of histidine, and lacZ, which produces ~ 
galactosidase that reacts with 5-bromo-4-<:hloro-3-indoyl-~D-galactopyranoside (X -Gal} to produce a 
blue color. The intensity of the protein-protein interaction could easily be detected using a ~actosi­
dase assay to monitor the expression of the lacZ reporter gene. The yeast two hybrid assay required the 
cloning of fusion proteins consisting of the LexA DNA Binding Domain and the histidine kinase and 
receiver (ETR2 and EIN4 only) domains of the ethylene receptors ETR2, EIN4, and ERS2. These 
domains were amplified by PCR and then inserted into the pLexA-NLS vector which contains the LexA 
DNA Binding Domain. A total of three fusions were cloned : ETR2 HKR (Histidine Kinase + Receiver 
domains) I pLex, EIN4 HKR I pLex, ERS2 HK (Histidine Kinase domain only) I pLex (Fig. 3). 

317 773 

ILexA DNA Binding Domain IETR2 HKR 

317 766 

ILexA DNA Binding Domain jEIN4 HKR 

332 645 
jLexA DNA Binding Domain jERS2 HK 

Figure 3. Diagram of the LexA DNA Binding Domain/ ETR2 ; EIN4 ; ERS2 histidine kinase + receiver domain 
fursions. ERS2 lacks a receiver domain, resulting in a shorter fusion product. The numbers denote the starting 
and ending amino acids. 

Through the yeast two hybrid assay, the ethylene receptors ETR2, EIN4, and ERS2 were shown not 
to directly interact with CfRI. When these fusion proteins were cotransfonned into competent yeast 
along with the CfRI I AD fusion, surviving colonies were present on -Leu/-Trp SD plates, indicating 
successful cotransfonnation of the two fusions. But none survived on the -His/ -Leu/-Trp SD plates, 
indicating the lack of interaction between CfRl and these ethylene receptors. On the other hand, 
surviving colonies were present on -His/-Leu/-Trp SD plates with yeast cotransfonned with ETRI/ DNA­
BD and CfRl/ AD (Table 1). 

Number of yeast colonies on different minimal media 

PGAD (AD) CTR1 / AD Interaction? 

Trp- Leu- Trp- Leu- His- Trp- Leu- Trp- Leu- His-
plex (DB) 100 0 0 0 -
ETR1/DB 5 0 30 15 + 
ETR2/ DB 200 0 30 0 -
EIN4/ DB 30 0 40 0 -
ERS2/DB 100 0 40 0 -

Table 1. Approximate number of surviving colonies from various yeast cotransformations. 
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13-Galactosidase Filter Assays were performed on the cotransformants to further confirm the 
results. ETRl / DB; CTRl/ AD cotransformants turned blue after addition of X-Gal in approximately 10 
minutes at room temperature. The other cotransformants, including ETRl / DB; PGAD, ETR2/ DB; 
CTRl/ AD, EIN4/ DB; CTRl/ AD, ERS2/ DB; CTRl / AD, did not produce a blue color even after 24 
hours of exposure to X -Gal and incubation at 30° C. This confirmed the result that the ethylene 
receptors ETR2, EIN4, and ERS2 do not interact with CTRl. In addition, Western Blotting of the DNA­
binding domain fusions with antibodies against the LexA DNA-binding domain were used to confirm 

the expression of the protein fusions in the co transformed yeast (9). 

Discussion 

The solh; etr2-1 mutant has an intermediate ethylene triple response phenotype, having the usual 
short hypocotyl and apical hook, but long roots, which are not characteristic of ethylene sensitive 
seedlings. The mutant has the same phenotype when grown in both air and ethylene, partially sup­
pressing the etr2-1 phenotype. Mapping of SOLH onto chromosome five has shown no correlation in 
genomic location to the other members of the ethylene pathway. The location of the SOL.H gene in the 
Arabidopsis genome suggests it is an unidentified new gene. Since the solh mutation has a visible pheno­
type when seedlings are grown in both air and ethylene, SOL.H is responsible for hypocotyl elongation 
in etiolated seedlings. The SOL.H gene may act to regulate the ethylene response in the hypocotyl. 
Dosage studies may prove to be useful in elucidating its role. Further double mutant analyses with other 
ethylene mutants and detailed physiological analysis can lead to a better understanding of its function. 

The results from the yeast two hybrid assay strongly suggest that no direct interactions exist 
between CfRl and the upstream ethylene receptors ETR2, EIN4, and ERS2. Recent studies done on 
these receptors suggest they lie parallel to one another in the ethylene signal transduction pathway (8). 
Since ETRl and ERS has been shown to directly interact with CfRl (2), it was suspected that the 
homologous ethylene receptors ETR2, EIN4, and ERS2 might interact in a similar manner. The lack of 
interaction between these receptors and CfRl can be justified by several hypotheses. A possible 
explanation is that the ethylene receptors ETRl and ERS, though homologous to the three other 
receptors, belong to a separate subfamily than the other three, having several critical differences in 
their amino acid sequences (7). This could result in a significantly lower interaction strength between 
CTRl and the three receptors, one that can not be detected by this assay. Another similar hypothesis is 
that these three receptors function as a multi-subunit complex with some members directly interacting 
with CfRl. The final possibility is that no interactions actually occur between CTRl and the ethylene 
receptors ETR2, EIN4, ERS2. It is possible that important functional differences are present between 
these two subfamilies, resulting in the interaction of only one subfamily ( ETRl and ERS ) with CTRl. 
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